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PREFACE

Stochastic processes concern sequences of events governed by proba-
bilistic laws. Many applications of stochastic processes occur in physics,
engineering, biology, medicine, psychology, and other disciplines, as well
as in other branches of mathematical analysis. The purpose of this book
is to provide an introduction to the many specialized treatises on sto-
chastic processes. Specifically, I have endeavored to achieve three objec-
tives: (1) to present a systematic introductory account of several principal
areas in stochastic processes. (2) to attract and interest students of pure
mathematics in the rich diversity of applications of stochastic processes,
and (3) to make the student who is more concerned with application
aware of the relevance and importance of the mathematical subleties
underlying stochastic processes.

The examples in this book are drawn mainly from biology and engi-
neering but there is an emphasis on stochastic structures that are of
mathematical interest or of importance in more than one discipline. A
number of concepts and problems that are currently prominent in prob-
ability research are discussed and illustrated.

Since it is not possible to discuss all aspects of this field in an elementary
text, some important topics have been omitted. notably stationary
stochastic processes and martingales. Nor is the book intended in any
sense as an authoritative work in the areas it does cover. On the contrary, its
primary aim is simply to bridge the gap between an elementary probability
course and the many excellent advanced works on stochastic processes,
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Readers of this book are assumed to be familiar with the elementary
theory cf probability as presented in the first half of Feller’s classic
Introduction to Probability Theory and Its Applications. In Section 1,
Chapter 1 of my book the necessary background material is presented
and the terminology and notation of the book established. Discussions
in small print can be skipped on first reading. Exercises are provided at
the close of each chapter to help illuminate and expand on the theory.

This book can serve for either a one-semester or a two-semester course,
depending on the extent of coverage desired. The logical inter-dependence
of the various chapters is indicated following the Table of Contents.

In writing this book, I have drawn on the vast literature on stochastic
processes. Each chapter ends with citations of books that may profitably
be consulted for further information, including in many cases biblio-
graphical listings.

I am grateful to Stanford University and to the U.S. Office of Naval
Research for providing facilities, intellectual stimulation, and financial
support for the writing of this text. Among my academic colleagues I am
grateful to Professor K. L. Chung and Professor J. McGregor of Stanford
for their constant encouragement and helpful comments; to Professor J.
Lamperti of Dartmouth, Professor J. Kiefer of Cornell, and Professor P.
Ney of Wisconsin for offering a variety of constructive criticisms; to
Dr. A. Feinstein for his detailed checking of substantial sections of the
manuscript, and to my students P. Milch, B. Singer, M. Feldman, and B.
Krishnamoorthi for their helpful suggestions and their assistance in
organizing the exercises. Finally, I am indebted to Gail Lemmond and
Rosemarie Stampfel for their superb technical typing and all-around
administrative care.

Stanford, California
SAMUEL KARLIN
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Section 1 of Chapter 1 can be reviewed without
worrying about details. Chapter 12 depends on
Chapter 11 minimally. The first half of Chapter 6
is independent of Chapter 5. Sections 5 and 6 of
Chapter 3 are not prerequisite for comprehen-
sion of the following chapters.

An easy one semester course adapted to the junior-senior level could consist
of Chapter 1, Sections 2 and 3 preceded by a cursory review of Section 1,
Chapter 2 in its entirety, Chapter 3 excluding Sections 5 and/or 6, Chapter 7
excluding Sections 3 and possibly 7. The content of the last part of the course is
left to the discretion of the lecturer. An option of material from any or all of
Chapters 9-12 would be suitable.



