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PREFACE 
At present, quantum mechanics provides us with the best model we 

have of the physical world and, in particular, of the submicroscopic world of the atom. This book is an introduction to the physical concepts and mathematical formulations of nonrelativistic quantum mechanics. To get the most profit from this book, a familiarity with basic undergraduate­
level physics, including atomic physics, electromagnetism, and classical mechanics, is required. A knowledge of differential and integral calculus, 
and some familiarity with differential equations, is also needed. 

The decision to limit the text to nonrelativistic quantum mechanics 
enabled us to explore the basic concepts of quantum mechanics carefully 
while avoiding both the complications and unsatisfactory aspects of field 
theory. It is our firm belief that these complications should be met only after an understanding of, and physical feeling for, nonrelativistic quan­tum mechanics has been acquired. This text is designed primarily for an introductory course in quantum 
mechanics at the first-year graduate level) but the first portion is also 
suitable for a senior-level course. This text can be divided into three 
sections. In the first section, the first three chapters, we point out the 
inadequacy of classical concepts to explain many atomic-scale phenomena 
and suggest how the basic concepts of classical mechanics must be altered to explain experimental observations. The reasonableness of a wave­mechanical theory of particle behavior is shown, and it is seen how classi­
cally anomalous behavior, such as quantization of energy and angular 
momentum and the "tunneling through " a potential barrier by a particle, 
can result from a formalism which inherently gives both a wave and a 
particle aspect to the entity that classically would be considered as a particle. 

The second section of the book, Chapters 4 through 10, starts with two chapters which lay the groundwork for the more formal, postulational 
approach to quantum mechanics which follows. We then place Schrodinger 
wave mechanics on a more defined and rigorous basis, and we use it to discuss such basic aspects of mechanics as measurement, angular mo­
mentum, and the behavior of a particle in a spherically symmetric force field. These first two sections, in which the emphasis is on a grasp of the 
fundamental principles and their mathematical formulation, with a mini­mum of the involved mathematical manipulations that so often obscure 
the physics of the matter, therefore form an introduction to the subject on a level that a well-prepared undergraduate can handle. This part of 
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the book thus is suitable for use in an undergraduate course. It provides 
sufficient breadth and depth both to familiarize the reader with the basic 
ideas and mathematical expression of quantum mechanics and to form 
the basis for deeper understanding later. We believe that it is desirable 
to present quantum mechanics at an advanced undergraduate level, 
whenever possible, for three reasons. First, quantum mechanics is such a 
basic tool of modern physics that its use should be acquired as early as is 
feasible. Second, the quantum-mechanical picture of the world is in 
many ways so foreign to everyday concepts as codified in classical me­
chanics that considerable time is required to develop that familiarity 
which permits a truly thorough grasp· of the full significance of the con­
cepts. Finally, every year finds more in the way of ideas and techniques crowding their way into the graduate curriculum. Clearly, this new ma­
teriaf can be accommodated only by discarding old material or introducing new material earlier in the course of study. 

The third section of the book, comprising the last eight chapters, represents a considerable broadening of the viewpoint and of the scope 
of the problems that can be handled. We introduce alternative representa­
tions and geometrical interpretations of the formalism and discuss 
methods of transforming from one representation to another. Canonical 
transformations and their relation to transformations of the representa­
tion are treated. Approximation methods are developed which permit a 
tremendous expansion in the number of problems which can be handled 
with some assurance ; these are then applied to important classes of prob­
lems, such as scattering and problems concerning the interaction of an 
atom with strong (classical) electromagnetic fields. Throughout the text, 
emphasis is given to algebraic techniques, and their power and elegance 
are clearly shown. 

Of special importance is the last chapter, dealing with quantum­
statistical mechanics. Here we develop the techniques that are playing 
an ever-increasing role in modern physics. Until now, these have, in general, been neglected in texts on quantum th�ory. 

To avoid possible misleading impressions, all curves in this book have been carefully computed and plotted. 
For the reader who likes to broaden his understanding of the subject by 

seeing how it developed, not in the hindsight of present-day knowledge 
but as it appeared to those on the forefront of this developing branch of physics, the first chapter gives references to many of the key papers in the development of the basic viewpoints and concepts of quantum mechanics. 

Exercises are given at the ends of most chapters. They further illustrate 
various aspects and consequences of the quantum-mechanical picture of nature and give a quantitative "feel" for certain aspects of nature, and 
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develop a working capability in the solution of problems. We believe this 
can come only through conscientious practice in the use of the associated 
mathematical tools. We wish to acknowledge the advice of ProfessorS. Treiman as to the most desirable content and organization of this book. The help of Mr. 
N. Vander V en in editing the original notes on which this text is based 
is also acknowledged. This book has benefited from the detailed com­
ments of Mr. Young Kim, who read the manuscript. We wish also to 
acknowledge the considerable help and encouragement given by our 
wives throughout the preparation of this book. Finally, a word may be said about notation. Generally, symbols repre­senting numbers are written in italics (a), and vector quantities are in 
boldface roman (a); operators are in lightface roman capitals (A) , and m-atrices are in boldface sans serif (a). At times it is not obvious just how 
a given symbol should be considered ; this is especially true in Chapter 13, 
on transformations of representations. In such ambiguous cases, we have 
tried to choose the type font that would make the significance of the expression at hand clearest to the reader. It is hoped that the choices 
help, rather than hinder, the reade1 in his study of this book. 
March 1960 R.H.D. 

J.P.W. 
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CHAPTER 1 

INTRODUCTION 

1-1 Quantum mechanics, a system of dynamics. This study of quantum 
mechanics will begin with a brief discussion of the nature of physical theories and the scope of mechanics. A physicist is concerned with two 
worlds : a real external world, which is believed by physicists to have an 
objective reality, and an image of this world, an internal world, which 
he hopes is a reasonable model of the external world. The external world manifests itself through sense impressions;  from birth, and indeed even 
before, the human brain is bombarded with data resulting from the 
stimulation of the sense organs by this external world. At first, these 
data represent a hopeless jumble, but gradually the brain correlates 
various data and begins remembering basic correlation patterns. Slowly 
a correlation structure evolves. For example, an object which on the basis of tactile sense data is round and smooth is associated with the 
visual sense pattern of a "ball." The recurrence of such correlation pat­
terns in the sense data gradually becomes interpreted as evidence of a 
real external world. 

By the time adulthood is reached, the picture of the external world 
obtained in this way has taken on such an apparently real and permanent 
form that it is difficult to believe that it is in fact just a picture. This internal picture, or model, of the external world may, of course, be as 
much conditioned by the nature of the human mind as by the nature of 
the external world. It is clearly affected by the limitations of the sense 
organs, and it may also be affected by the form of the brain-, with its 
computer-type switching mechanisms. It seems reasonable to assume that a brain capable of an "on-off" type of digital reasoning will construct 
with ease a model such that a particle is either at a certain point in space or else not ; it may have difficulty with a model for which the particle is 
neither there nor not there. 

The difficulty with such a primitive concept as that of a particle which 
always possesses some definite position and velocity is that it is a general­
ization which has grown out of very crude, large-scale observations. A flying bird, or a thrown stone, can apparently be characterized by a trajectory. However, definite position and velocity at each instant of time are properties of the model only : the position and velocity are al­ways determined observationally in only a rough manner. Mechanics is the branch of physics dealing with the effects of forces on 
the motions of bodies. In what is known as the classical picture, the world 
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2 INTRODUCTION (CHAP. 1 

is composed of distinct elements, each possessing a definite position and velocity. These elements, or particles, interact with one another via 
forces which, in principle at least, can be completely known and whose 
effects can be allowed for exactly in predicting the motions of the various 
interacting bodies. Classical mechanics is a computational scheme, based 
on Newton's ·famous laws of motion, for describing the motions of bodies 
in terms of given initial conditions by specifying the positions and veloci­
ties of all bodies as functions of time. Despite the many successful applica­
tions of classical mechanics to a wide range of physical phenomena, it 
was apparent at the beginning of the present century that not all of the then-known phenomena could find their explanation in classical mechanics 
and classical electromagnetic theory. To meet the challenge of these 
classically inexplicable observations, a completely new system of dy­
namics, quantum mechanics, was developed. While there are many analogies and formal parallels between classical 
and quantum mechanics, the basic underlying assumptions of quantum 
theory are radically different from those of classical mechanics and may be 
considered to constitute a fundamentally different way of looking at nature. That .is, the quantum model, or picture, of the world is radically different from the classical model. It should be emphasized at the start 
that one could no more "derive" quantum mechanics than one can de­
rive Newton's laws of motion. Instead, quantum mechanics was de­veloped on the basis of assumptions and postulates which were arrived 
at on the basis of intuition and analogy with classical concepts, and the 
predictions based on the postulated formalism were compared with ob­servations of the external world. It is a tribute to the genius of the formu­
lators of quantum theory that they were able to devise a scheme for pre-.· dieting the behavior of physical systems that has stood the test, not only of experimental observations explicable within the scope of classical · 
mechanics, but also of many others that clearly indicate the inadequacy of classical theory. 

It is difficult in a few words to categorize the difference in underlying philosophies of classical and quantum mechanics. An example may suggest the scope of the difference, however. A basic concept of mechanics 
is that of an observable, .that is, an aspect or parameter of a system that is at least in principle directly measurable. One of the fundamental differences between classical and quantum theory is that, in quantum 
mechanics, not all observables can be measured with arbitrary accuracy at 
the same time, whereas the contrary is true in classical mechanics. The act of measuring the value of any observable disturbs the system in such 
a way that some other observable is altered in value. The difference be­tween the classical and quantum assumptions regarding this is that 
classically the effects of the disturbance due to the measurement can be 
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exactly allowed for in predicting the future behavior of the system, 
whereas quantum-mechanically the exact effects of the disturbance ac­
companying any measurement are inherently unknown and unknowable. Thus, a measurement of the position of a particle introduces an unpredict­
able uncertainty regarding its momentum. If such a situation exists, the whole concept of trajectory clearly must be re-examined, as this classical concept can then lose much, if not all, of its significance. 

1-2 Evidence of the inadequacy of classical mechanics. Before dis­
cussing in detail some of the observations that pointed up the necessity 
for a revision of classical mechanics, it is worth while to consider briefly the broad range of experience that classical mechanics was able to deal 
with successfully. From the motions of astronomical bodies (planets, 
satellites, and comets) to the motions of macroscopic objects freely falling 
under the influence of gravity, rolling down inclined surfaces, or oscillating 
elastically about equilibrium positions, classical mechanics provided an 
apparently accurate picture. The dynamics of charged bodies moving through electromagnetic fields, the vibrations of plucked strings, of mem­
branes and deformed solids, and of sound waves in gases, the flow of 
fluids, heat, the kinetic theory of gases-all these are but a few examples of 
phenomena to which classical concepts had been successfully applied. 
One should realize that it was against the background of these many 
triumphs of classical mechanics that quantum theory arose. 

One of the early observations that did not fit into the classical picture 
and whose ad hoc explanation on the basis of radical new assumptions by Planck pointed the way toward quantum theory dealt with the electro­
magnetic radiation from a 11blackbody." A blackbody is defined as one 
that absorbs all electromagnetic radiation, of whatever frequency, that is 
incident upon it. By thermodynamic arguments, it can be shown that 
such a body is also a better radiator of energy at every frequency than 
any other body at the same temperature. It is possible to make a simple model of a blackbody consisting of a cavity radiator (a hollow enclosure with a small hole in the side) .  It is assumed that the cavity contains a small amount of some absorbing material and that the hole is small enough 
so that radiation falling on it and entering the cavity bounces around 
inside until it is completely absorbed by the internal absorber. In this case the hole acts as a blackbody in that it abs6rbs all radiation falling 
upon it. Such a model for a blackbody is valuable because it is possible to 
describe the electromagnetic field inside such a container in terms of waves bouncing back and forth between the walls. Any electromagnetic 
disturbances inside the box can be regarded as a superposition of various standing waves of this type. Electric energy becomes converted into 
magnetic energy and back into electric energy in a sinusoidally varying 
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fashion for each of these standing electromagnetic waves. With respect to 
the energy, it can be shown that each of these waves behaves like an 
ordinary mechanical harmonic oscillator. It thus seems natural to apply 
the laws of classical statistical mechanics to these oscillators just as they 
can be applied to ordinary mechanical oscillators. Classical statistical 
mechanics states that the average kinetic energy in any collection of 
particles in thermal equilibrium is equal to !kT times the total number 
of degrees of freedom of the collection of particles. Here k is Boltzmann's 
constant, k = 1 .38 X 10-16 erg;oK, and T is the absolute temperature 
of the system. It is known that for any simple harmonic oscillator the time 
average of the potential energy is equal to the average of the kinetic 
energy. Thus, the total average energy per oscillator should be kT. It 
should therefore be necessary only to count the number of possible stand­
ing waves, and hence degrees of freedom, to compute what the average 
stored energy in the hollow enclosure will be at a given temperature of the 
box. It is found that the number of possible standing waves at a given 
frequency in a unit frequency range per unit volume of the box is equal 
to 2 X 411"v2 /c 3, * where v is the frequency, and c is the velocity of light. 
The factor of two appears in this expression because any plane electro­
magnetic wave can have two orthogonal polarizations. If this expression 
is taken for the number of degrees of freedom per unit of volume and 
frequency range, an expression for the average energy per unit volume and 
unit frequency range in the box is obtained by multiplying by kT. This 
gives 

(1-1) 

-for the average electromagnetic energy in the box per unit volume and 
frequency. It is a simple matter to calculate the energy flux w through 
the hole in the side of the box if the energy density inside is known. 
Equation ( 1-1) leads to 

( 1-2) 

for the radiation flux through the hole in the side of the box, in units of 
energy per second per unit hole area and unit frequency range. Because 
all blackbodies are equivalent, as can be shown by thermodynamic argu-

* M. Born, Atomic Physics, Blackie and Son, Ltd., London, 5th ed., 1952, 
Chapter 8; F. K. Richtmyer and E .. H. Kennard, Introduction to Modern Physics, 
McGraw-Hill Book Co., New York, 4th ed. ,  1947, Chapter 5. Both these books 
contain more detailed discussions of the various experiments that indicated the 
insufficiency of classical mechanics than will be given in this chapter. 
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ments, this is a predicted or theoretical value for the radiation flux from 
any blackbody. Unfortunately, it does not agree with experiment. It is 
in radical disagreement at high frequencies, and it leads to the completely 
absurd result that if one integrates over all frequencies, the rate of radia­
tion from a blackbody is infinite (at all temperatures above absolute 
zero) . On the other hand, this radiation law, derived in 1900 by Rayleigh 
and Jeans,* does give results in agreement with experiment in the limit of 
sufficiently small values of the frequency and sufficiently large values of 
the temperature (quantitatively, for T /v >> 10-10 °K-sec) .  That the 
theory is in agreement with experiment only in this limiting case and is 
otherwise in violent disagreement is very disturbing, inasmuch as the 
theory follows in a quite unambiguous way from the assumptions of 
classical statistical mechanics, the classical mechanics of Newton, and 
the field equations of Maxwell. 

In 1901, Max Planckt was able to derive a valid expression for the 
spectral distribution of blackbody radiation by making assumptions which 
were very bold indeed. The following description of his work is not ex­
actly the same as the one that he gave, but it is better suited for the 
modern interpretation of his results. The basic assumption is this : for a 
cavity radiator, the internal degrees of freedom (standing waves) are 
properly enumerated as above. However, each of these various standing 
waves in the box cannot take on all possible energies, as Maxwell's equa­
tions imply, but can take on only certain integrally related discrete 
energies, 0, hv, 2hv, 3hv, . . .  Here 11 refers to the frequency of the standing 
wave, and his a constant, now called Planck's constant, the value of which 
is to be determined in such a way as to make the prediction be in agree­
ment with experiment. It is further assumed that the probability that a 
standing wave has one of these energies associated with it is given by the 
normal Boltzmann factor obtained from statistical mechanics, namely 
that the probability of excitation is given by a number proportional to 
exp (-En/kT), where En= nhv. With these assumptions, the mean 
energy of the oscillator can be written as 

E = Ln nhv exp ('--nhv/kT) = kT [ hv/kT ] . ( 1_3) Ln exp ( -nhv /kT) exp (hv /kT) - 1 

This differs from the classical expression by the factor in the brackets. 

* Lord Rayleigh, "Remarks upon the Law of Complete Radiation," Phil. Mag. 
49, 539 (1900); J. H. Jeans, "On the Partition of Energy between Matter and 
Aether," Phil. Mag. 10, 91 (1905) . 

t M. Planck, "Ueber das Gesetz der Energieverteilung im Normalspectrum," 
Ann. Physik 4, 553 (1901). 
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Consequently, the classical expressions for radiation density u and flux 
w are modified by multiplying by this same factor to give 

and 

8rhv3 1 u = ---cs- exp (hv/kT) - 1 

2rhv3 1 w= ---- . 
c2 exp (hv /kT) - 1 

(1-4) 

(1-5) 

This expression for the radiation rate, known as Planck's law, can be 
related to that of the classical Rayleigh-Jeans law by multiplying by the 
same factor: 

hv/kT WPianck = WR-J X exp (hv /kT) _ 1 · (1-6) 

Note that for a high temperature and/or low frequency, the two radiation 
rates become equal. These two laws are illustrated in Fig. 1-1 .  

Planck's law agrees very accurately with the observed spectral dis­
tribution of blackbody radiation provided the constant h is chosen to 
have the value h = 6.624 X 10-27 erg-second. If the spectral radiation 
density distribution, Eq. (1-4), predicted by Planck is integrated over 
all frequencies, an expression for the total radiation energy density in 
the cavity is obtained: 

(1-7) 
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Thus the energy density, and hence the radiation rate from a blackbody, 
is proportional to the fourth power of the temperature, a fact which was 
long known and was first discovered by Stefan.*  The Stefan-Boltzmann 
constant u relating radiation rate to blackbody temperature, which previ­
ously had to be obtained from radiation rate measurements, now could 
be derived from the constants of Planck's distribution law; it has the value 

27r5 k4 
u = 15 h3c2 • (1-8) 

Planck's success in obtaining the correct distribution law of blackbody 
radiation on the basis of the assumption that radiation oscillators can 
have only certain discrete energies suggested that the same approach be 
tried to see if a theoretical explanation of the experimentally observed 
temperature dependence of the specific heats of solids could be obtained. 
The form of the observed temperature variation was also inexplicable in 
terms of classical mechanics. A mole of a solid consists of N coupled 
molecules or mN atoms, where N is Avogadro's number and m is the num­
ber of atoms per molecule. Since each atom has three translational de­
grees of freedom when isolated, and since the total number of degrees of 
freedom will remain constant even when the interactions among atoms 
are considered, a mole of solid has 3mN degrees of freedom. Each of these 
classically should have an average energy kT associated with it, as seen 
above. Thus, the internal energy of a mole of a sol�d should be 

U = 3mNkT = 3mRT, (1-9) 

where R is the gas constant. From this, the molar specific heat should 
be a constant, . m(3R); this is the empirical law of Dulong and Petit. 

While the molar heat of many monatomic substances is approximately 
3R at room temperature, there are many solids for which the law of 
Dulong and Petit is not satisfied. Moreover, it is found that for all solids, 
the specific heat is a function of temperature, which at low temperatures 
varies as T3• In 1907, Einsteint proposed that one should treat the solid 
as a set of harmonic oscillators, all having the frequency v, and calculate 
the mean internal energy on the assumption that these oscillators have 
only the discrete energies proposed by Planck, namely, nhv. The average 
energy of the simple harmonic oscillator as calculated above for black­
body radiation then leads to a mean internal energy per mole equal to 

hv/kT 
U = 3RT exp (hv/kT) - 1 

( 1-10) 

* J. Stefan, "Ueber die Beziehung zwischen der Warmestrahlung und der 
Temperatur," Fortsch. Physik, 660 {1879). 

t A. Einstein, "Die Plancksche Theorie der Strahlung und die Theorie der 
spezifischen Warme," Ann. Physik 22, 180 {1907). 
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This expression for the internal energy led to a theoretical value for the 
specific heat which for a proper choice of the frequency v could be made 
to agree with the observed specific heat over a wide range of temperatures. 
However, at very low temperatures, this expression was also in disagree­
ment with the observed T3 variation of the specific heat. This variation 
of the specific heat with temperature was accounted for by Debye in 1912. * 
Debye assumed that the motions of the atoms in a solid could be treated 
in terms of various sound waves that bounce back and forth within the 
solid. This is similar to Planck's treatment of blackbody radiation. Just 
as one can express the blackbody radiation field inside a cavity in terms 
of the standing waves, thermal energy inside a solid can be expressed as 
the energy of internal sound waves. For example, in a solid of cubical 
shape, there are standing sound waves bouncing back and forth between 
the various boundaries of the cube which, when taken in superposition 
with one another, can be used to represent any real oscillatory motion 
of the atoms of the solid. Now in this case, as in the case of the black­
body radiation, these standing sound waves, or normal modes of vibra­
tion, have different frequencies. The number of these vibrational degrees 
of freedom of the solid per unit frequency can be computed as for black­
body radiation. Despite the similarities of this approach to that used for 
blackbody radiation, there is one distinguishing feature: in the case of 
vibrations in solids, there is a maximum frequency for the sound waves, 
corresponding to a wavelength roughly equal to twice the lattice spacing 
of the crystal. Except for this upper cutoff frequency, the theory of 
specific heats of solids according to Debye is substantially the same as 
Planck's theory of blackbody radiation . 

. In the case of low temperature, the high-frequency oscillations are not 
particularly excited, and effects coming from the imposition of an upper 
limit to the frequency are of no particular importance. In this case, it is 
possible to take over, essentially unchanged, the results of the blackbody 
radiation calculation. For example, if Eq. (1-4) is integrated over all 
frequencies, the internal energy per unit volume of the cavity radiator is 
seen to vary as the fourth power of the temperature. The corresponding 
relation in the case of solids is 

U = _! 7rsk4 T4 (� + _!_). (1-11} 
15 h3 v� vi 

Here the velocity of light, c, has been replaced by a term involving VT, 
the transverse sound velocity in the solid, and an additional term involving 
v L, the longitudinal velocity of the sound waves in the solid. In the case 
of light, only transverse waves occur, so only the first term appears. To 

* P. Debye, "Zur Theorie der spezifischen Warmen," Ann. Physik 39, 789 
(1912). 
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each direction of propagation of a plane wave in a solid there corresponds 
a single longitudinal mode as well as the two transverse modes, and this 
leads to the expression in parentheses in Eq. (1-1 1 ) .  It should be empha­
sized that this equation is valid only for temperatures which are small 
compared with eD, the "Debye characteristic temperature" at which the 
higher modes in the vicinity of the cutoff frequency become excited. 
From Eq. (1-11 ) ,  the T3 variation of the specific heat at low tempera­
tures is obvious. The excellent agreement between the Debye theory and 
the observed specific heat of solids as illustrated in Fig. 1-2 was another 
very strong piece of evidence that there was something profoundly wrong 
with newtonian mechanics when applied on an atomic scale to a solid, 
liquid, or gas. 

The discovery of radioactivity by Becquerel in 1896 led to a revolution 
in ideas on the nature of the atom and to many observations that could 
not be reconciled with classical concepts. Certain radioactive materials 
provide a source of energetic alpha particles (helium nuclei) which can 

3RT 8D = 1860°K 6------------------------------
Law of Dulong and Petit + 

+ Experimental points 

Debye theory 

Fm. 1-2. The specific heat of diamond as a function of temperature. The 
crosses represent measured values, and the solid curve is the predicted relation­
ship, according to the Debye theory, for a Debye temperature of 8D = 1860°K. 
The insert shows the T3 dependence at low temperatures. 
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be used to probe the interior of the atom. Rutherford's celebrated experi­
ments on alpha-particle scattering indicated that nearly the entire mass 
of an atom is located in a very small region, the atomic nucleus. Nuclei 
were found to have diameters very much smaller than those ascribed to 
the corresponding atoms from classical kinetic theory considerations. As a ·result of Rutherford's work, an atom was pictured as consisting of a 
heavy, small, positively charged particle, the nucleus, around which 
electrons move in such a way as to make the atom as a whole electrically 
n�utral, as it was known to be. This picture of an atom classically leads 
to predictions in violent disagreement with experience. For example, in 
the application of statistics to specific heats discussed above, it should be 
necessary to ascribe to the solid m.any more degrees of freedom than 
simply three times the number of atoms making up the solid; this would 
lead to a predicted value for the specific heat very much larger than that 
which is actually observed. 

These bits of evidence involving specific heats did not clearly indicate 
that Newton's laws of motion were necessarily at fault. The statistical 
mechanical ideas introduced by Gibbs were based on some fundamental 
assumptions concerning the nature of thermal equilibrium in a mechanical 
system, and because these fundamental statistical assumptions could 
not be proved, there was always the possibility that there might be some­
thing wrong with them. However, other difficulties, clearly not statistical 
in origin, arose from certain experimental results that were in contradic­
tion to those which would be expected if the laws of Newton and Maxwell 
were applicable. For example, as the electrons move around the nucleus 
in the Rutherford model of the atom, they are continuously accelerated 
toward the nucleus and should radiate as a result of this acceleration in 
accordance with Maxwell's equations. However, it is observed that 
atoms normally do not radiate; it is necessary to excite them in some way 
(with an electric discharge or by heating) to make them radiate. Further­
more, a calculation of the magnitude of the radiation expected from 
atoms if electrons moved around in the classically predicted paths indi­
cates that one would expect very strong radiation indeed, much stronger 
than anything observed in practice. 

Because of these difficulties, Bohr* in 1913 extended Planck's very bold 
assumption, which had been so successful in the case of blackbody radia­
tion and the treatment of the specific heats of solids. He assumed that 
an atom can exist only in certain possible states of definite energy. He 
assumed further that when an atom jumps from one state of energy E 
to a state of lower energy E', it emits light in the form of a single quantum 

* N. Bohr, "On the Constitution of Atoms and Molecules," Phil. Mag. 26, 
1 (1913). 
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of energy, and that the frequency of the light emitted is given by the 
relation 

E - E' = hv. (1-12) 

By introducing these ideas into a very simple model of a one-electron 
system, the hydrogen atom, Bohr was able to account for the long-known 
regularities in the line spectrum of light emitted by excited hydrogen atoms. 

Bohr made the additional assumption that the energy quantization had 
its origin in a discreteness of the orbital angular momentum of the electron. 
To see this relation, consider the classical circular orbits of an electron of 
charge -e and mass m about an essentially fixed nucleus of charge +e. 
Applying Newton's law of motion to the coulombic force and radial ac­
celeration yields 

(1-13) 

Bohr assumed, as mentioned above, that the orbital angular momentum 
is quantized : 

nh mvr = -, 
211"' (1-14) 

where n is a positive integer greater than zero. The use of these equations 
to eliminate v and r from the expression for the energy gives for the possi­
ble energies of a hydrogen atom: 

Here 

e2 1 En = }mv2 - - = -}mc2a2- • (1-15) r n2 

(1-16) 

is a dimensionless number known as the fine-structure constant. Thus the 
binding energy of the hydrogen atom is at most roughly 1/40,000 of mc2, 
the rest energy of the electron. The energy is negative, corresponding to 
the fact that the electron is bound to the atom and work must be done 
to free it. (The zero of energy corresponds to removal of the electron 
from the atom to infinity.) 

In addition to accounting in a reasonably satisfactory manner for the 
optical spectrum of hydrogen, Bohr's- theory was able to account for the 
quantization of a harmonic oscillator. For a three-dimensional oscillator, 
the central force acting on a particle of mass m moving in a circle of 
radius r is 

F = kr. {1-17) 

Here k is the "spring constant" of the oscillator. If this expression for the 
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force replaces e2 /r2 .in Eq. (1-13) , again considering only circular orbits, 
and the angular momentum is again quantized as in Eq. (1-14) , the 
allowed energies of the oscillator are found to be 

(1-18) 
The existence of n in the denominator of Eq. (1-15) was a compelling 
reason for omitting n = 0. However, this reason does not exist for the 
harmonic oscillator, and it is assumed that n may be zero in this case. 

Another group of experimental data that did not fit into the classical 
view of nature concerned the photoelectric effect. In 1887 Hertz, in con­
nection with his experiments on the generation of electromagnetic waves, 
discovered that electrons could be ejected from solids by letting radiation 
fall onto the solid. Lenard and others found that the maximum energy of 
these photo-ejected electrons depended only upon the frequency of the 
light falling on the surface, and not upon its intensity. Furthermore, it was 
found that for shorter wavelengths the maximum energy of the electrons 
was greater than for longer wavelengths. 

In 1905, Einstein* explained the photoelectric effect in a satisfactory 
way also by making use of the ideas of Planck. He assumed that radia­
tion exists in the form of quanta of definite size, that is, that light consists 
of packets of energy of size hv. He also assumed that when light falls on 
a surface, individual electrons in the solid can absorb these energy quanta. 
Thus, the energy received by an electron depends only on the frequency 
of the light and is independent of its intensity ; the intensity merely de­
termines how many photoelectrons will leave the surface per second. 

Assuming that some electrons might lose part of their energy before 
escaping from the surface of the solid, Einstein's assumption explained 
the observations that the maximum energy of the photoelectrons was de­
pendent only on the frequency of the light. Furthermore, this dependence 
on frequency was in quantitative agreement with that observed. 

It should be emphasized how far-reaching this result was. The wave 
theory of light had been thoroughly established on the basis of many inter­
ference and diffraction experiments. But this explanation of the photo­
electric effect is essentially corpuscular! It says that light exists in the form 
of little particles (quanta or photons) that can interact with individual 
electrons, with the associated energy being transferred as a unit from the 
quantum to the electron. This is, of course, quite a paradoxical result : it 
is difficult to see how light can be both a wave and a particle. As will be 
seen, attempts to understand this paradox have resulted in a profound 
modification of fundamental physical concepts. 

* A. Einstein, "t!ber einen die Erzeugung und Verwandlung des Lichtes 
betreffenden heuristischen Gesichtspunkt," Ann. Physik 17, 132 (1905). 
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FIG. 1-3. Energy and momentum relations in the Compton scattering of an 
x-ray photon by an electron initially at rest. 

Another experiment leading to the same paradoxical position was per­
formed in 1923 by Compton. * While studying the scattering of x-rays by solids, Compton discovered that when monochromatic x-rays are scat­tered, not only does the original frequency appear in the scattered radia­
tion, but also, for any given scattering direction, a new frequency appears 
which always corresponds to a longer wavelength. Compton was able 
to construct a very simple model to explain this effect : it is assumed that 
x-rays consist of a swarm of particlelike quanta, each having energy hv 
and momentum hv /c. Further assuming that a solid contains lightly 
bound electrons, which can be considered as essentially free, the scattering of the x-ray quanta by these quasi-free electrons can be computed as a 
classical elastic collision between two billiard ball-like objects, as illus­trated in Fig. 1-3. With this model, one can compute for a given scattering angle the exact loss of energy an x-ray will experience and from this its frequency shift in 
scattering. The scattered x-rays of unshifted frequency that are observed 
are assumed to arise from strongly bound electrons near the atomic nucleus. The predictions of this model were found to agree quite closely with 

*A. H. Compton, "Wave-length measurements of scattered x-rays," Phys. Rev. 21, 715 (1923); "The Spectrum of Scattered X-Rays," Phys. Rev. 22, 
409 (1923). 
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observations. On the other hand, it was known from von Laue's earlier 
work that x-rays could be diffracted, and it was clear that they were simply 
very short-wavelength electromagnetic radiation and hence were similar 
to light. Thus, in the interaction between x-rays and free electrons, the 
x-rays acted very much like particles when they collided with the elec­
trons, while in propagating through crystals they were refracted and dif­
fracted like ordinary electromagnetic waves. Here again was an example 
of the dual character of electromagnetic radiation, whi�h in some situa­
tions appeared as a wave phenomenon and in others appeared as particles. 
The new fact disclosed by the Compton effect was that not only is energy 
conserved in the interaction between photons and electrons, but mo­
mentum is conserved as well. 

Another great experiment, which exhibited in even more spectacular 
fashion this paradoxical wave-particle duality, was the Davisson-Germer 
experiment of 1927. Although many seemingly conclusive experiments 
had shown that electrons were small charged particles, Davisson and 
Germer* showed that directing a stream of electrons at a crystal lattice led 
to scattering of the electrons, with typical diffraction effects. In other 
words, electrons striking a crystal are diffracted by the crystal lattice as 
waves would be, in contrast with the very obvious particlelike properties 
which they normally exhibit. The wave-particle duality therefore was not 
something limited to radiation, but appeared to be a more general phe­
nomenon : any particle may under certain circumstances behave like a 
wave, and any wave, for example an electromagnetic wave, may have 
certain particle properties. 

1-3 Some necessary characteristics of quantum theory. It has been 
seen above that the failures of classical mechanics were intimately associ­
ated with two general types of effects. One is that some physical quantities, 
such as the energies of electromagnetic waves and of lattice vibrations of 
given frequency, or the energies and angular momenta associated with 
electronic orbits in the hydrogen atom, which in classical theory can 
take on a continuous range of values, may be found to take on discrete 
values instead. The other type of effect is the so-called wave-particle 
duality, where both the wave nature of light, as shown by diffraction and 
interference effects, and the particle nature of light, as shown by the 
photoelectric and Compton effects, are exhibited; in the realm of matter, 
the parallel case is that of the particle and the wave aspects of electrons. 

It is clear that quantum mechanics, to explain these paradoxes, must be 
of such a nature as to encompass these effects in its basic structure. The 

*C. Davisson and L. H. Germer, "Diffraction of Electrons by a Crystal of 
Nickel," PhyB. Rev. 30, 705 (1927) .  
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way in which this is done is the subject of the next chapter. However, the 
experiments discussed above strongly suggest that the classical concepts 
of "wave " or "particle " may not represent the nature of an electron or 
photon in an adequate way : the physical state of a "particle-wave " may 
not be adequately represented by a specification of such classical aspects 
as its position, momentum, amplitude, or phase. As will be seen, in 
quantum mechanics the formal description of the state of a mechanical 
system is contained in its wave function, 1/1, a new mathematical entity 
which is not a wave in the classical sense of an undulation whose fre­
quency, phase, and amplitude are measurable. 

In addition to accounting for wave-particle duality, quantum .mechanics 
must also explain quantization of energy and angular momentum. Wave­
particle duality and angular momentum quantization are not independent 
of each other, but instead are closely related. This will be illustrated with 
the following example. 

Consider the following Gedanken or "thought" experiment. Although 
this experiment may be impractical, it is nonetheless possible in principle, 
and if it were to be performed the outcome could be predicted with reason­
able assurance. The experiment concerns the hollow squirrel cage, or drum, 
shown in Fig. 1-4(a) . The squirrel cage consists of a large number of 
equally spaced pins which connect the two end discs around their periph­
eries. It is assumed that the number N of pins is large. The cage is mounted 
on suitable (frictionless) bearings so as to turn freely about the axis de­
fined by the projecting shafts. Imagine that a monochromatic light 
source is mounted inside the cage on the axis and that it projects a beam 
of light radially outward. This is assumed to fall on a portion of the 
circumference that is small yet sufficiently large to include many pins. 

(a) (b) 
Fm. 1-4. (a) Drum for the "quantum squirrel cage" "thought" experiment, 

illustrating the relationship between wave-particle duality and angular momen­
tum quantization. (b) Geometrical relations in the "quantum squirrel cage." 
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These pins constitute an approximately plane grating which diffracts the 
light, causing it to be scattered through various angles 6 (see Fig. 1-4b) . The sine of the angle of diffraction is given by the well-known expression 

. nN'A sm fJ =  -- · 
21ra (1-19) 

Here n is any integer (giving the order of the diffraction spec.trum), N 
is the number of pins distributed uniformly around the circumference of 
the drum, 'A is the wavelength of the light, and a is the radius of the drum. 

On the other hand, remembering the dual wave-particle nature of light, 
one may consider a single quantum of light leaving the light source at the 
center. As it moves radially outward, it can carry no angular momentum 
about the drum axis, but after being scattered through an angle 6 by the 
pins on the circumference of the cage, it carries an angular momentum 
A equal to 

A = pa sin e, 
where p, the momentum of the photon, is given by the relation 

hv p = - , c 

(1-20) 

(1-21) 

introduced earlier to explain Compton's results. Combining Eqs. (1-19) ,  
(1-20), and (1-21) gives 

A =  nNii, 

where li, a constant that will arise frequently, is defined by 
li = 2: = 1 .054 X 10-27 erg-sec. 

(1-22) 

(1-23) 

Assuming (as in classical mechanics) conservation of angular momentum, 
it is seen from Eq. (1-22) that the angular momentum transferred to the 
drum by the photon is an integral multiple of Nli. If the drum is initially 
at rest, its only possible angular momentum states due to angular momen­tum transfers of this type are integral multiples of Nli. Thus the quantiza­
tion of the angular momentum of the drum follows as a reasonable in­
ference from the dual wave-particle aspects of the light, the wave behavior 
in the diffraction and the particle behavior in the Compton-type mo­
mentum transfer. 

It is, of course, conceivable that the drum may have other angular mo­
mentum states in addition to those given by Eq. (1-22) . However, it is 
difficult to see why such additional angular momentum states would not 
be excited by the light� It will be seen later that quantization of angular 
momentum results from the fundamental postulates of quantum theory. 
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That the angular- momentum of the drum can take on only integral 
multiples of Nh, rather than li, is a rather special quantum effect associ­
ated with the N-fold symmetry axis of the drum; a rotation of the drum 
through an angle of 27r/N will bring the drum from one configuration into 
an identical configuration so far as the location of the (indistinguishable) 
pins is concerned. 

A consideration of the angular momentum associated with a photon 
gives further indication of the general nature of the quantization of 
angular momentum. It is a well-known result of classical electromagnetic 
theory that a circularly polarized plane light wave carries an angular 
momentum density of E /w, where E is its energy density and w is its cir­
cular frequency. Thus each circularly polarized photon of energy hw 
has an associated angular momentum of h. This is in accordance with 
Bohr's theory of the hydrogen atom, where the photon emitted as the 
atom drops from one energy state to the next lower state must carry off h 
of angular momentum if the angular momentum of the entire system is to 
be conserved during a radiative transition. 

With the assumption that the angular momentum of the squirrel cage 
is quantized in accordance with Eq. (1-22) , it is possible to invert the 
above arguments and to show that this assumption leads to an expecta­
tion that all particles, whether electrons, helium atoms, or even baseballs, 
will be scattered by the pins lining the circumference of the drum as 
though they had the properties of a wave whose characteristic wavelength 
is a function of the momentum of the particle. 

The argument is essentially identical to the one above, except that the 
assumptions and the conclusions are now inverted. Assume a source of 
particles at the center of the cage. As an example, consider an electron 
gun projecting a monoenergetic electron beam radially outward so as to 
strike a particular region of the circumference of the drum. If the mo­
mentum of an electron is designated by p, then since the total (drum plus 
electron) angular momentum must be conserved, the angular momentum 
of the electron after being scattered by the pins must have one of the 
values given by Ae = pa sin 8 = nNh. (1-24) 

This is typical of equations describing a diffraction effect : sin 8 is equal 
to n times a constant, where n can assume integral values, both positive 
and negative. 

Equation (1-24) is essentially identical to Eq. (1-19) . As soon as this 
equation is recognized as a diffraction equation, it is easy, by comparing 
Eqs. (1-19) and (1-24) , to calculate the characteristic wavelength of the 
diffracted wave. The result is 

h X = ­p (1-25) 
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One can conclude, therefore, that any particle, whether electron, atom, or 
even one of much greater size, is scattered from the cage grating as though 
it were a wave with a wavelength inversely proportional to tta.e momentum 
of the particle. This particular equation reJating particle wavelength to 
momentum was first obtained by de Broglie* from arguments involving 
the group velocities of waves and assumptions about the frequencies of 
oscillation. Electron diffraction experiments, such as those of Davisson 
and Germer, have confirmed Eq. (1-25) to a high degree of accuracy. 

This 'lthought" experiment shows that the assumption of the dual 
wave-particle character of light is sufficient to lead, for a rotating cage, 
to angular momentum states which are integral multiples of Nh. Con­
versely, if momentum states of this type are assumed for the drum, we 
are led to conclude that any kind of a particle will be scattered by the 
drum through angles determined by a diffraction effect associated with a 
wavelength given by Eq. {1-25) . 

1-4 Summary. In this chapter, a brief discussion of the relationship 
of quantum to classical mechanics has been given and a basic difference 
in viewpoint mentioned. Several experiments that could not find a classical 
explanation were described. These experiments, dealing with blackbody 
radiation, the specific heat of solids, atomic line spectra, the photoelectric 
effect, electron diffraction, the Compton effect, and various other phe­
nomena, were of great significance in indicating the way in which the basic 
ideas of classical mechanics had to be modified. Two aspects of nature, 
the wave-particle duality and quantization, were suggested by these 
experiments. These concepts were completely beyond the scope of classical 
theory, and it required quantum mechanics to resolve the many paradoxes 
that resulted. Finally, a uthought " experiment, the 'lquantum squirrel 
cage, " illustrated the close connection between the wave-particle duality 
and the quantization of angular momentum and led to the de Broglie 
expression for the wavelength of material particles. 

* L. de Broglie, "A Tentative Theory of Light Quanta," Phil. Mag. 47, 
446 (1926) ; "Recherches sur la Theorie des Quant�,' '  Ann. phys. 3, 22 (1925). 
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PROBLEMS 
1-1. Assume that a hydrogen atom consists of a fixed nucleus around which 

an electron of charge e = 4.8 X IQ-10 esu moves in a classical circular orbit 
of radius ao = 5.29 X IQ-9 em. Estimate the classical electromagnetic radia­
tion from such an atom due to the acceleration of the electron charge, and com­
pare this with the total classical energy of the atom. The radiation rate of an 
accelerated charge is S = 2e2a2 /3c3, where a is the acceleration and c is the 
velocity of light. 

1-2. Rutherford's experiments on the scattering of alpha particles (from 
radioactive sources such as polonium and radium) by metal foils contributed 
greatly to our present picture of the "nuclear atom."  (a) How did such experi­
ments give evidence of the existence of the nucleus in an atom? (b) What 
energy must an alpha particle have to give noncoulombic scattering by a nucleus 
of charge Z = 50 and radius R = 8 X IQ-13 em? Assume that the potential 
is strictly coulombic outside the nucleus but departs from this form within 
the nucleus. 

1-3. Discuss how the Franck-Hertz experiments on measuring the energy 
losses of electrons scattered from gas atoms require quantum concepts for their 
interpretation. 

1-4. In 1913, Bohr proposed a procedure for quantizing certain systems. To 
what general kinds of physical systems could Bohr's procedure be applied? 
For what kinds of systems did it fail? 

1-5. An x-ray beam is formed by bombarding a carbon target with energetic 
electrons. Monochromatic "soft" x-rays (X = 44.5 A) are produced. What is 
the loss in energy of one of these x-rays when it is Compton-scattered by an 
electron? Assume that the electron recoils at an angle of 30° to the direction 
of the incident beam. 

1-6. Compute in electron volts the maximum energy of photoelectrons 
emitted from a metal when yellow sodium resonance radiation is incident on it. 
Is this maximum energy dependent on the properties of the metal and, if so, 
what properties are of significance? 

1-7. Show by the use of simple physical arguments that at low temperatures 
the ratio of the heat capacity per unit volume of a vacuum to that of a solid is 
f(v/c)3, where c is the velocity of light, and v is the velocity of both longitudinal 
and transverse sound waves in the solid, assumed to be equal. 

1-8. Atoms possessing a permanent magnetic dipole moment are projected 
as a beam through an inhomogeneous magnetic field and are collected on a 
suitable detector (Stern-Gerlach experiment) . Explain what differences are to 
be expected if the atoms behave like classical particles or if the orientations of 
the atomic moments are quantized, as is actually the case. 

1-9. Davisson and Germer scattered low-energy electrons from metal targets. 
For 45-ev electrons incident normally on a crystal face, compute the angle be­
tween the incident beam and the scattering maximum if the metal is assumed 
to be of simple cubic structure with a lattice constant of 3.52 A. 

1-10. Compute the hydrogenlike quantum number n for the earth in its 
orbit around the sun. 
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1-11.  Assuming that an electron moves about a proton with an inverse three­

halves power law of force, use Bohr's rules for quantizing circular orbits to com­

pute possible energy levels of the system. 
1-12. Calculate the number of photons per second radiated by a radio station 

broadcasting 50 kw of power at a frequency of 570 kc/sec. 
1-13. The shortest possible wavelength of sound in sodium chloride is twice 

the lattice spacing, about 5.6 X w -8 em. The sound velocity is approximately 
1.5 X 105 em/sec. (a) Compute a rough value for the highest sound frequency 
in the solid. (b) Compute the energy of the corresponding phonons, or quanta 
of vibrational energy. (c) What temperature is required to excite these oscillators 
appreciably? 



CHAPTER 2 

WAVE MECHANICS 

2-1 The wave-particle duality. As we have seen in the preceding 
chapter, particles seem to behave in certain situations as if they were 
waves, and vice versa. This paradox can be resolved only by making 
basic modifications in the conceptual pictures of waves and particles. 
The problem is thrown into particularly sharp focus by considering the 
idealized experiment illustrated in Fig. 2-1.  A similar experiment is 
actually readily performed. The experiment is the famous Young's in­
terference experiment with one important modification : the screen is now 
a photoelectric emitter. Monochromatic light from the point source S 
is focused by the lens L on the screen P. An opaque screen with slits A 
and B is placed between L and P. It is observed that photoelectrons tend 
to be emitted from the photoemissive screen P at the locations of the 
bright interference fringes, and never at the center of a black fringe. 
However, the locations of the bright and dark fringes on P are determined 
by the separation between A and B. 

p 

L 

FIG. 2-1 .  Schematic representation of Young's interference experiment, 
illustrating the wave-particle duality paradox. 

21 
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This result is paradoxical in several ways. As seen in Chapter 1 ,  the 
photoelectric effect can be understood only on the basis of the photon 
picture of light. However, a photon sufficiently small to affect only one 
electron could presumably not go through both slits A and B. In fact, 
a photon detector placed at either A or B catches only whole photons or 
none, never a part of a photon. This raises the question of how a photon 
which passes through A can be influenced by the presence of B. 

One obvious possibility is that some photons pass through A and some 
through B, and that the separate photons act on one another in such a 
way as to arrive only at the bright fringes on the screen P. This explana­
tion must be incorrect, as can be seen by reducing the intensity of the 
light to the point where on the average only one photon per minute passes 
through the system. Even in this case the photons continue to arrive at 
only the bright fringes ! 

One striking thing about this experiment is that the behavior of any 
given photon is largely unpredictable. Although it will appear at a bright 
fringe on P, one cannot predict in advance which fringe. Furthermore, 
the intensity distribution over a fringe merely serves to give a probability 
distribution for the arrival of any given photon ; it does not allow an exact 
prediction of where the photoelectron will appear. 

This statistical aspect of the behavior of photons appears to differ 
in an essential way from the statistical considerations of classical me­
chanics. The difference can be illustrated with an example. It is found 
that with either slit A or B closed, the probability that a photon will 
pass through the system to the screen P is just one-half the probability 
with both slits open. This is what would be expected from classical con­
siderations. However, if either slit A or B is closed, photons begin to 
arrive at locations where there were previously dark fringes : a decrease 
in the number of paths by which a photon can get from S to the position 
of a dark fringe has resulted in an increased probability that a photon 
will arrive there ! 

This interference experiment suggests several important new ideas. 
First, probability enters into quantum mechanics in a fundamental and 
nonclassical way. Considering light as a stream of photons reveals an 
associated wave the amplitude of which plays the role of a probability 
amplitude. The square of the amplitude (the wave intensity) gives a 
measure of the probability of finding a photon at a particular point. 
Inasmuch as the probability is measured by the square of an amplitude, 
there is a possibility of obtaining interference effects of the type discussed 
above. 

Second, in the case of photons and presumably for other particles as 
well, the probability amplitude propagates as a typical wave. For photons, 
the propagation laws are known in detail : they are just the ones dis­
covered by Maxwell. The major modification necessary is that of inter-
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preting the wave intensity as a photon probability density. The implica­
tion is that the probability distributions of all particles propagate as some 
type of wave motion. One of the problems, then, is to discover the laws 
of propagation of the wave amplitudes for particles other than photons. 

Third, it should be noted that, for photons, the wave amplitude con­
tains all the information available about the photon probability distribu­
tion, even including the polarization state of the photon. Thus it is 
appropriate to consider knowledge of the wave distribution in space as 
equivalent to complete knowledge of the state of the photon. For this 
reason, the analogous wave function for a particle is sometimes called 
the state function of the particle. 

The paradox of a particle which sometimes behaves like a wave or of 
a wave which sometimes behaves like a particle can thus be resolved by 
noting that the wave plays the role of a probability amplitude in the 
probabilistic description of particles. Alternatively, it is possible to 
formulate quantum mechanics by starting with the classical description 
of a wave and quantizing its equations of motion. The various quantized 
energy states of a plane wave then correspond to 0, 1 ,  2, . . .  particles 
having the corresponding momentum. This approach to the quantum 
behavior of matter, known as quantum-mechanical field theory, will not 
be explored in this book. 

2-2 The wave function. As a first step in formulating a wave mechanics 
for a material particle, consider a particle with a well-defined momentum. 
It was seen in the previous chapter that the wave associated with the 
particle should be propagated in the direction of motion of the particle 
and should have a wavelength given by 

X = '!_ . p 
This implies that the wave should be a plane wave, such as 

where 
t/1 = A exp [i(kx - wt)] , 

27r k = - · 
X 

(2-1) 

(2-2) 

(2-3) 
Here the wave is assumed to be traveling in the positive x-direction. 

Equation (2-2) has been written with the tacit assumption that an 
angular frequency w is to be associated with the particle wave t/1. It 
might be inferred by analogy with the case of photons that the frequency 
should be given by 

(2-4) 
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where E is the energy of the particle. This identification of the frequency 
with the energy will be obtained in another way later. 

It might be thought that the plane wave could be represented by the 
real function 

1/1 = A sin (kx - wt + a) . (2-5) 
However, as will be discussed in detail later, there are reasons for believ­
ing that a particle with its momentum exactly known is in a state such 
that its position is completely uncertain. In such a case, the probability 
distribution measured by the wave intensity 11/11 2 should be independent of position. This suggests that the wave function to be associated with 
a particle of definite momentum should be given by Eq. (2-2) rather than 
by Eq. (2-5) . 

For a plane wave traveling in an arbitrary direction, Eq. (2-2) can 
be written as 

1/1 = A exp [i(k · r - wt)], (2-6) 
where k, the propagation vector of the wave, satisfies the equation 

1 k = 1i p. (2-7) 

The vector p represents the momentum of the particle. 
In Young's interference experiment, the wave that falls upon the 

screen P is not a plane wave. However, such a complex wave can be 
decomposed into plane waves ; i.e., it may be considered to be a linear 
superposition of many plane waves. It is therefore important to consider 
the state of a particle which has a wave function in the form of a super­
position of two or more plane waves. 

Let the wave function of a particle be 
1/1 = A 1 exp [i(k1 • r - wt)] + A 2 exp [i(k2 • r - wt)]. (2-8) 

In accordance with the fundamental probability interpretation of the 
wave function, 11/11 2 is to be interpreted as a measure of the probability per unit volume of finding the particle at the point r. This quantity is 

It should be noted that this relative probability is not the simple sum of contributions from each of the two elementary plane waves, but in 
addition contains the interference term in braces. For this case, the position probability density is in a sense localized, not being uniform 
everywhere in space. However, if Eq. (2-9) is averaged over all space, 
the interference term (because of its oscillatory character) averages to 
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zero. Averaged over all space, 11fl 2 may be interpreted as a measure of 
the probability of finding the particle somewhere, without regard to 
location. This probability is unity. IA 1 l 2 and IA 2 l 2 may therefore be 
interpreted as measures of the probability of finding the particle some­
where (without regard to location) with the momenta p1 and P2 respec­
tively. With this interpretation, the probability that the particle has 
a momentum P1 is IA 1 l 2/( IA 1 l 2 + IA 2 l2) ,  and both the exact position 
and momentum of the particle are uncertain when it is characterized by 
the wave function of Eq. (2-8) . 

It must be emphasized that the probabilities associated with a particle 
in a state characterized by Eq. (2-8) refer to the situation prior to an 
observation. If the particle is later observed to be in a certain restricted 
region of space, it is surmised that the act of observation has disturbed 
the particle and its wave function. Alternatively, if the momentum of 
the particle is observed, it will be found to be either P1 or P2, never any 
other value. Again, it must be assumed that the act of observation has 
disturbed the system, changing its wave function. Mter the observation, 
the wave function is the plane wave appropriate to the observed 
momentum. 

As an example of the consistency of the formalism outlined thus far, 
consider the motion of a stream of particles in space divided by a plane 

Energy - - - - - - - - - - - - - - - - - - - - - -E ' ' 
y1 Particle energy 

r---------v2 

(a) 

Region 1 Region 2 
Refracted beam 

Incident beam 

(b) 

FIG. 2-2. (a) Potential-energy distribution, showing a potential discon­
tinuity. (b) Geometrical relations for a beam of particles refracted at this 
potential discontinuity. 



26 WAVE MECHANICS [CHAP. 2 

surface into two regions of (differing) constant potential energy (see 
Fig. 2-2) . It is assumed that the particles, which may he thought of as 
a stream of electrons, are traveling from the left toward the interface 
between regions 1 and 2 in such a direction as to make an angle fh with 
the normal to the plane surface dividing the two regions. By analogy 
with geometrical optics, the angle 81 will be called the angle of incidence, 
and the angle 82 the angle of refraction of the particles. If the incident 
particles are assumed to have exactly defined momenta, the wave function 
for an incoming particle is [ · (P · r Et)] 

.Y = A exp t T - 11:  : (2-10) 

Here the relation between wave frequency w and particle energy E given 
by Eq. (2-4) has been used. The momentum p is related to the energy E 
through 

p = [2m(E - V)] l1 2 • (2-1 1)  

This shows that the momentum of the particle changes as it  moves from 
region 1 into region 2. Consequently, the wavelength, which is related 
to the momentum by Eq. (2-1) ,  will change in passing from region 1 to 
region 2. One can, in the usual way, define an index of refraction n of 
medium 2 relative to medium 1 by the ratio of the two wavelengths : 

n = :\1  = P2 = 
[E - V 2] 1 12. 

:\2 P1 E - V1 
(2-12) 

Here use has been made of Eqs. (2-1) and (2-1 1 ) .  Having defined an 
index of refraction of region 2 relative to region 1, use can now be made 
of Snell's law, which is based on wave optics, to calculate the relation 
between the angles 81 and 82. This gives 

s�n 81 = n = 
[E - V2]1 1 2. 

sm 82 E - V1 
(2-13) 

Inasmuch as this equation is based on the wave picture being developed, 
it is desirable to check this relation against the corresponding relation 
calculated on the basis of newtonian mechanics since the system in 
question can be considered as a large-scale system for which the laws of 
newtonian mechanics should hold. 

To calculate the ratio between the angles in newtonian mechanics, use 
will be made of a very simple feature of the problem, namely, that the 
interface between regions 1 and 2 is such as to cause a force to act on 
the particle as it travels from one region to the other. This force acts 
in a direction perpendicular to the interface. Consequently, when a 
particle moves from region 1 to region 2, the component of the linear 
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momentum which is parallel to the surface will not change. This con­
stancy of the tangential component of the linear momentum of the par­
ticle will be used to calculate the relation between lh and 02. That the 
tangential components of the linear momentum of the particle are the 
same for both regions 1 and 2 is given by 

· 
(2-14) 

From this, one can obtain in a straightforward way the result previously 
obtained by the methods of wave optics. The equivalence of the wave 
optics formalism and classical newtonian mechanics has thus been estab­
lished for this particular problem. 

2-3 The uncertainty relation. The above discussion brings out a very 
important idea of quantum mechanics : if the characteristic wavelength 
to be associated with a particle, that is, the wavelength that determines 
its diffractive type of behavior, is related to the particle momentum by 
Eq. (2-1 ) ,  a particle that is localized in a finite region of space must be 
considered to have a spread of momenta. Moreover, it can readily be shown 
that the sharper the localization in space, the greater is the spread of 
wavelengths, and hence momenta, required to describe the wave packet. 
This is a specific example of a very general idea in quantum mechanics 
concerning a variety of pairs of complementary observables in which an 
exact specification of the value of one observable can be achieved only 
at the expense of uncertainty regarding the value of the other comple­
mentary observable. 

The idea that an aspect of a physical situation cannot be completely 
defined in the classical sense but can only be described in terms of an 
imprecise specification of a pair of complementary variables is known as 
the complementarity principle. It is closely related to the uncertainty 
relation, or principle, which defines quantitatively how accurately each 
of a pair of complementary variables can be measured. Several examples 
that illustrate this principle will now be discussed. 

First consider a plane wave falling on an aperture in the form of a slit, 
as shown in Fig. 2-3. It is well known from physical optics that in this 
case the light wave spreads out after passing through the slit, due to the 
diffraction effect. Consequently, after passing through the slit, the light 
is not simply a plane wave, but must be represented by a superposition 
of plane waves traveling in various directions but all having the same 
frequency as the original wave. Each of the plane waves of this super­
position represents photons of a particular momentum, as has been seen. 
In some strange manner, the slit interacts with the incident photons to 
change their momenta by an amount not completely predictable. 
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FIG. 2-3. Schematic representation of the diffraction of a plane wave by a slit. 

A quantitative estimate of the disturbance to the momentum of the 
photon resulting from its passing through the slit can be obtained. Assume 
that the width of the slit is a and that the wavelength of the incident 
light is �. The first zero of the Fraunhofer diffraction pattern of the slit 
occurs for a scattering angle of the photon given by • (J � 

sin = - · a (2-15) 

The width of the diffraction pattern, or the range of angles in which 
photons are scattered by the slit, is thus of the order of 9. Consequently, 
the momentum p11 in a direction perpendicular to the initial direction x of 
incidence of the light after it has passed through the slit has an uncer­
tainty in value of the order • (J h � h Apy � p sm = X . a = a . 
Here the de Broglie relation 

h p = ­� 

(2-16) 

(2-17) 

has been used. The left side of Eq. (2-16) gives a rough estimate of the 
range of possible values of the y-component of momentum; a, the width 
of the slit, is the uncertainty in the photon position at the slit. Conse­
quently, if the uncertainty in the y-component of the momentum is 
designated by Ap11, and the position after passing through the slit by Ay, 
the product of these two uncertainties is given by 

Ap11 Ay � h. (2-18) 

This is meant to represent only an approximate equality. For one thing, 
it has not been stated exactly what is meant by "uncertainty" ;  only rough 
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FIG. 2-4. A light shutter, illustrating the formation of a wave packet from a 
continuous wave. 

indications of the measure of the uncertainty of the position of the photon 
and its momentum have been given. More exact definitions of the un­
certainties will be given in Chapter 8. 

For a second example, consider Fig. 2-4, which involves a shutter that 
opens and closes to allow a wave packet of light to pass through. This 
light pulse will be assumed to contain but one photon. The location of 
the photon inside the packet and the momentum of the photon are to be 
determined. If the direction of propagation of the wave is called the 
x-direction, and the length of the wave pulse is designated by �x, it is 
clear that the position of the photon inside the wave packet must be 
uncertain to the order of �x. At the same time, because a wave packet 
of this type requires for its representation a superposition of plane waves 
of different lengths, the momentum of the photon cannot be predicted 
with certainty. It would be necessary to make a measurement of mo­
mentum to determine its exact value. To obtain a wave packet having 
a length �x, it is necessary to include a range of propagation constants 
�k of the order 

1 �k � ­
�X (2-19) 

in the superposition of plane waves. Making use of the connection be­
tween the propagation constant k and the momentum of the particle, 
we see that this implies a range of momenta such that 

1 � - ,  
�X (2-20) 

which in turn can be written as 

(2-21 )  

This shows that the product of the uncertainty of the momentum in the 
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x-direction and the uncertainty in the position of the photon in this 
particular direction is of the order of li. 

Interestingly enough, the connection between the degree of knowledge 
of the position of the photon and its momentum as given by these two 
examples seems to be very general. Various experiments can be devised 
which would attempt to determine the momentum once the position is 
known, or to determine the position once the momentum is known, or 
to determine both of these to within certain prescribed limits of accuracy. 
However, it seems that it is not possible to devise an experiment which' 
will determine the momentum and position of a photon simultaneously 
with arbitrary accuracy; the most accurate determination is one for which 
the uncertainties of Eqs. (2-18) and (2-21) hold. 

It might be thought that this phenomenon is connected only with 
photons and would represent no limitation on other particles, but from 
an idealized experiment, again of the Gedanken variety, proposed by 
Heisenberg and known as the Heisenberg microscope, one can show, at 
least for this example, that the same limitations on momentum and 
position hold for electrons as for photons. Consider Fig. 2-5, in which 
an electron is viewed through a microscope. The electron is being bom­
barded by light from the left. Assume that its initial momentum is known; 
in fact, assume that it is initially stationary. With the momentum of 
the electron thus known, we can attempt to determine its position simul­
taneously. To observe where the electron is, one of the incident photons 
must strike the electron and be scattered into the microscope. However, 
when the photon bounces off the electron into the microscope, it transfers 
momentum to the electron and the amount of momentum transferred is 
not completely known because of the finite aperture of the microscope. 

\ I \ I \ I \ I ''("e---e-./ 
\ I \ I \ I 

W\1\J\; 'd X 
--1 �xl.-

FIG. 2-5. Geometrical relations in the Heisenberg microscope. The position 
uncertainty is determined by the wavelength of the light and the angle (). The 
uncertainty in momentum (after detection of the photon) is due to the un­
certainty in the momentum transferred by the photon. 
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The photon can travel anywhere in the cone of illumination of the ob­
jective. Assume the half-angle of this cone to be designated by 0. In 
this case, the resolving power of the microscope, from wave optics, is 
equal to 

Llx � _A_ ,  
sin 0 (2-22) 

where A represents the wavelength of the light employed. Llx, then, 
represents the accuracy with which the position of the electron can be 
determined by using light of this wavelength. On the other hand, the 
momentum transfer to the electron has an uncertainty given by 

(2-23) 

If these two equations are taken together, the connection between the 
uncertainty in the momentum and the uncertainty in the position of the 
electron after the experiment is expressed by the relation 

(2-24) 

Once again, this should be regarded only as an order-of -magnitude equa­
tion. It states that the product of the uncertainty of the momentum of 
the electron in the x-direction and the uncertainty of its position in the 
x-direction is of the order of Planck's constant. 

2-4 Wave packets. It has been seen that in quantum mechanics a 
particle with exactly defined momentum is not localized in space. The 
wave-mechanical analogue that perhaps most closely resembles a classical 
particle is a wave packet, a superposition of a group of plane waves of 
nearly the same wavelength that interfere destructively everywhere except 
at the (localized) wave packet. For a wave packet to be a close analogue 
of a classical particle, the classical connection between the velocity and 
momentum of the particle should hold for the wave packet. This assump­
tion can then be used to obtain Eq. (2-4) . 

Assume as before that a linear superposition principle holds for 1/1 waves. 
This assumption means that quantum mechanics is a linear theory. In 
such a case, a wave packet can be represented by the superposition of a 
number of plane waves. Such a superposition for a wave packet along 
the x-axis can be written as the integral 

G(x, t) = ��oo A (k) exp [i(kx - wt)] dk, (2-25) 

where w = w(k) . For this to represent a wave group traveling with a 
characteristic group velocity, it is necessary that the range of propagation 
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vectors k included in the superposition be fairly small. In other words, 
it is assumed that the function A (k) is nonzero only for a small range of 
values about a particular k0 of k. This condition is 

A (k) � 0, ko - E < k < ko + E, E << ko. (2-26) 

It is assumed that for a small range of values in the vicinity of k0, w(k) 
can be expanded in a power series about k0 : 

w = wo + (k - ko) (dw) + · · · 
dk ko 

If this expansion is used, Eq. (2-25) can be written as 

(2-27) 

G(x, e) � exp [i(k0x - w0e)] [«) A (k) exp [i(k - k0) ( x - : e)] dk. 

(2-28) 
The integral considered as a function of x and e has the form 

��«) A (k) exp [i(k - k0) (x - : t)] dk = B (x - �� t) · (2-29) 

Then Eq. (2-28) becomes 

G(x, e) = B ( x - : e) exp [i(k0x - w0t)] .  (2-30) 

This is in the form of a product of an envelope function (B) and a plane 
wave. It represents the propagation of a group of waves for which the 
envelope or group velocity is given by dw v - - ·  (/ - dk 

(2-31)  

The situation is  illustrated schematically in Fig. 2-6. The velocity at 
which the wave packet moves is to be identified as the velocity of the v 

FIG. 2-,6. A schematic representation of a complex wave packet. The real 
part of the 1/1 wave is plotted vs. distance for a one-dimensional situation. 
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associated particle. On the other hand, the phase velocity is given by the 
velocity of the plane wave, namely 

wo Vp = - · ko (2-32) 

If the wave packet is to be associated with a classical particle, the 
group (packet) velocity v must be given by the classical relation 

where p is the particle momentum and m is its mass, or 

dw p dk = m '  
With the use of Eq. (2-7) , this becomes 

dw It dk = m k, 
which can be integrated directly to give 

h2k2 p2 ltw = 2m + constant = 2m + constant. 

(2-33) 

(2-34) 

(2-35) 

(2-36) 

The first term on the right of this equation is the kinetic energy of the 
particle. The second term is a constant of integration which also has the 
dimensions of an energy. It appears reasonable to interpret this constant 
as the potential energy of the freely moving particle. This is a possible 
interpretation, since a particle moving without forces acting upon it moves 
in a region where its potential energy is in fact constant. It can be shown 
that this interpretation is indeed valid. by considering the case of a par­
ticle (described by a plane wave) moving from one region where the 
potential energy is constant to another region where the potential energy 
is again constant but of a different value. In this particular case, although 
the wavelength would be expected to change as the wave moves from 
one region to the other, we would not expect the frequency to change ; 
a sinusoidal wave of a given frequency will, as it propagates through 
space, preserve this frequency from one point to another. Consequently, if the frequency of the wave is to remain constant as it propagates from 
a region of constant potential energy into a region where the potential 
energy has a different constant value, the assumption that the constant 
of integration represents the potential energy is the only assumption 
permissible. With this example in mind, Eq. (2-36) can be rewritten as 2 ltw = 1!_ + V(x) = E, 2m (2-37) 
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where V(x) is the potential energy of the particle at the point x, and E 
is the total energy of the particle. This is, of course, the relation between 
wave frequency and energy obtained before. It should be noted that 
although the above arguments make the momentum dependence of w 
completely definite, there is still ambiguity arising from the arbitrariness 
of the zero-level of potential energy. In other words, the actual frequency 
of this wave is determined by the choice of the zero of potential energy 
and is arbitrary. Therefore the frequency cannot be of direct physical 
significance. This is a clue to the proper physical interpretation of the 
nature of the wave : as suggested earlier, it is a wave which does not 
have the direct physical meaning that one associates, for example, with 
a sound wave. 

It is now possible to draw another important conclusion from the 
example of the motion of a wave packet. The classical description of a 
particle as an entity localized in space and moving on a definite space­
time trajectory is really an idealization of the motion of a wave packet. 
Because of the inadequacy of the sense organs, the extended character 
of such wave packets is not usually observed and the physical concepts 
based on these observations are an idealization of the observations. Thus 
a wave packet moves like a classical particle under conditions where 
newtonian mechanics gives an adequate description of the motion. 

2-5 Summary. The double-slit interference experiment of Young was 
considered with regard to the photon (particle) picture of light, and the 
resulting paradoxes were resolved by introaucing a statistical aspect into 
the nature of light . Quantum mechanics postulates this probabilistic 
aspect of nature to extend to the behavior of material particles as well. 
The concept of wave function was introduced. This provides the com­
plete quantum-mechanical description of a system. A brief argument 
made it plausible that the wave function be complex rather than real. 
The idea of a superposition wave function was considered and illustrated 
by the case of two plane waves. The consistency of the formalism was 
shown by a consideration of the refraction of a stream of particles that 
occurs when they move from one region of constant potential energy into 
another region where they have a different constant potential energy. 
The uncertainty principle, relating the limits on the accuracy of the 
simultaneous measurement of each of a pair of complementary variables, 
was discussed in a semiquantitative way by means of several illustrative 
examples. Finally, the formation of localized wave functions by the 
superposition of plane waves into wave packets was treated, and the 
correspondence between the motion of such a wave packet and a classical 
particle was discussed. 
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PROBLEMS 

2-1. (a) Compute energy levels for a hydrogen atom by assuming that the 
electron moves in circular orbits around the nucleus such that the circumfer­
ence of an orbit is an integral number of de Broglie wavelengths. (b) From the 
expression for En thus obtained, compute the frequency of radiation emitted 
when an atom goes from the (n + l)st to the nth state from 

J = En+l - En . 
h 

(c) Show that in the limit of large quantum numbers, this is identical with the 
classical frequency of an electron of energy En traveling around the nucleus. 

2-2. Estimate from the uncertainty principle how long an ordinary lead pencil 
can be balanced upright on its point. 



CHAPTER 3 

SCHRODINGER'S EQUATION 

3-1 The equation of motion of a wave function. In the preceding 
chapter, the concept of the quantum-mechanical wave function was intro­
duced, and a brief discussion was given of its relation to the wave-particle 
duality problem of classical mechanics. A quantum-mechanical view of 
matter was thus suggested. However, no consideration has yet been given 
to the quantum-mechanical "laws of motion " that determine the time 
dependence of the wave function. It is the purpose of this chapter to show 
how classical analogy and arguments of the type used previously suggest 
a form for a quantum-mechanical law of motion. 

Since the laws of motion for particles and waves in classical mechanics 
can generally be expressed as second-order differential equations, it is 
natural to look for a suitable second-order differential (wave) equation 
such that ·'· A ( .  p · r . Et) 'Y = exp � T - � ¥  (3-1) 

is a solution for the case of a particle moving in a region of constant po­
tential energy. One might expect to find the potential energy and the 
mass as externally given parameters in the desired quantum equation of 
motion. However, as in the classical case, one would not expect the wave 
equation to contain the momentum or the energy of the particle ex­
plicitly, since these quantities differ in general for each solution and the 
desired wave equation should be valid for an entire class of solutions. 
The general connection between the total energy of the particle, its kinetic 
energy, and its potential energy enables us to write an equation that 
satisfies these requirements. 

First consider the application ·of the Laplacian operator to the plane­
wave function given by Eq. (3-1) :  

(3-2) 

In a similar fashion, differentiation of Eq. (3-1) with respect to time yields 

ay; = _ iE ·'· 
at h 

'Y· 
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(3-3) 
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However, the total energy can be expressed as the sum of the kinetic 
and (a constant) potential energy: 

2 E = fm + V. (3-4) 

These equations can then be combined to give the differential equation. 

[- :: v2 + v] 1/1 = ih � 1/1. (3-5) 

Strangely enough, this equation is only first-order in time rather than 
second-order. 

Although this equation has been shown to be satisfied by solutions of 
the form of Eq. (3-1) ,  it is obvious from the linearity of Eq. (3-5) that 
any linear combination of functions of the form of Eq. (3-1) is also a solu­
tion. It is reasonable, as will be seen in the discussion to follow, to assume 
that Eq. (3-5) is valid, not only for free particles, but also for particles 
acted upon by a conservative force field. In such a case, Eq. (3-5) is 
assumed to hold when V is a function of position. 

The differential equation (3-5) can have, in general, a large number 
of solutions. However, since the solutions are to have the physical in­
terpretation as probability amplitudes, as discussed earlier, only a certain 
type of mathematically possible solution is physically acceptable. For the 
wave function to be physically suitable, it must be a single-valued function 
of position and must be everywhere finite. Moreover, given the spatial 
(and temporal) behavior of the (finite) potential V and the value of the 
wave function and its derivative over a surface, the above equation can 
be integrated to give 1/1 and its gradient at every point in space; both 1/1 
and its first derivative are continuous functions. 

If it furthermore is required that the quantity 11/11 2  b e  interpretable as a 
probability density rather than a relative probability density, the wave 
function 1/1 should be square-integrable, i.e., the integral fll/11 2  dr must 
exist. If this integral has the value unity, the wave function is said to be 
normalized. In this case, the quantity 11/11 2 may be interpreted directly as 
the spatial probability density of the particle. 

It has been noted that Eq. (3-5) is linear. Hence for any solution, an­
other can be obtained by multiplying by a constant. If the function is 
square-integrable the constant can be chosen to normalize the wave 
function. It is clear that the question of normalization cannot be pro­
found ; indeed, the physical significance of a wave function is not modified 
if it is multiplied by any arbitrary complex number. 

Although there are good reasons for believing that a physically sig­
nificant wave function is continuous in value and first derivative, bounded, 
and square-integrable, there will frequently occur cases in which, for 
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purposes of mathematical convenience, one or more of these conditions 
may be relaxed. An example of this has already been encountered : a 
plane wave representing a particle of definite momentum is not square­
integrable. This is an idealization, for exactly known values do not 
occur ; further, a particle found with equal probability everywhere is ob­
viously an idealization of a situation in which the location of the particle 
is indefinite on a macroscopic scale. 

Equation (3-5) contains no terms involving the momentum or energy 
of the particle, but it does contain the particle mass and the potential 
energy. The plane wave of Eq. (3-1) is clearly a solution. Furthermore, 
reference to the problem discussed in the preceding chapter, where the 
potential function took on different values in two different regions of space, 
shows that the results previously obtained can also be obtained from 
Eq. (3-5) by assuming that 1/1 and its derivatives are continuous across the 
boundary separating the regions of different (constant) potential. Because 
any continuously varying potential function can be approximated by a 
series of step functions in each step of which the potential is a con­
stant, the validity of the solution for this particular example suggests that 
Eq. (3-5) may also be valid when the potential energy is a continuous func­
tion of position. In this case, the V appearing in Eq. (3-5) is to be taken 
as a function of the position of the particle. Equation (3-5) , known as 
Schrodinger' s equation, was discovered by him in 1926. * As remarked before, 
this equation is only of first order in time. The wave equations encountered 
in classical physics, such as the equations for electromagnetic waves or 
for sound waves, are of second order in time. 

The expression in brackets on the left side of Eq. (3-5) can be con­
sidered to be an operator which operates on the wave function 1/1. If this 
operator is designated by the symbol ij: (its physical significance will 
appear later) , the equation can be written as 

(3-6) 

This equation is a partial differential equation in four variables, the three 
position coordinates of the particle and the time, and is separable when­
ever the potential energy V is not a function of time. In such a case, to 
separate the time-dependent part of the differential equation, 1/1 is expressed 
in the form 

1/1 = u(x, y, z)v(t) . (3-7) 

* The Schrodinger equation in the form of Eq. (3-5) appeared in the fourth 
of a series of papers by E. Schrodinger entitled "Quantisierung als Eigenwert­
problem." The earlier papers in the series dealt with conservative systems and 
concerned the time-independent form of the Schrodinger equation, which will be considered later (Eq. 3-10) .  These four important papers of Schrodinger are 
found in Ann. Physik 79, 361 (1926) ; 79, 489 (1926) ; 80, 437 (1926) ; and 81, 
109 (1926). 
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Substituting this into Eq. (3-5) and dividing through by u(x, y, z)v(t) 

yields 
1 [ h2 

2 J ( . 1 a ( )  ( ) - -2 V' + V(x, y, z) u x, y, z) = th -
(t) a

-
t

v t = E. 
u x, y, z m v (3-8) 

The left side of this equation is a function only of the coordinates x, y, and z, and the right side is a function only of the time t. Consequently, 
since these four variables are independent, each side of Eq. (3-8) must be equal to a constant, which we shall designate by E. 

The solution of the time-dependent part of Eq. (3-8) leads to 
v(t) = exp (- � Et) · (3-9) 

It is clear why it is appropriate to designate the constant, which has the 
dimensions of energy, by E if one compares this equation with that for a 
plane wave, Eq. (3-1 ) :  E designates the energy of the particle which is 
described by this solution to the Schrodinger equation. The position­
dependent part of Eq. (3-8) becomes 

Hu(x, y, z) = Eu(x, y, z) . (3-10) 
This differential equation is in the form known as an eigenvalue equation, 
with the constant E the eigenvalue. It will be seen later that, in general, 
for bound particles, i .e. ,  particles localized in or confined to a finite region 
of space by some sort of a potential well or a box of some type, Eq. (3-10) has allowable solutions only for certain definite values of E and that these 
values for E are the possible energies of the particular system in question. 
Thus quantization, as well as the wave-particle duality, has been in­
corporated into the very framework of quantum mechanics. 

In the theory of linear partial differential equations, it is shown that the most general solution of Eq. (3-6) that is physically acceptable can be 
written as a linear superposition of solutions of the form of Eq. (3-7) . Consequently, the most general solution of Schrodinger's equation for a 
time-independent potential energy V can be put into the form 

1/1 = L CE exp ( -i � t) uE(x, y, z) , 
E 

(3-1 1) 
where the cE are constants determined by the conditions imposed on the system. 

This equation presents another example of the idea of superposition, encountered earlier in connection with the momentum of a free particle. There it was seen that if the wave function was the sum of two plane 
waves, it represented a state of the particle for which the result of a 
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momentum measurement \vas uncertain. Such a measurement could yield 
one of the two corresponding values of the momentum, but which one was 
defined only in a probabilistic way. In a certain sense, such a wave func­
tion can be said to represent a state of the particle for which it simul­
taneously has two different momenta. 

Equation (3-1 1) introduces the same idea with respect to energy. Each 
of the terms in the sum represents a wave function for which the energy 
of the particle is well-defined. The sum, however, is a wave function which 
is a superposition of various energy states : if the energy is measured, some 
definite one of the energies given by terms present in the sum would be 
measured, but which one can be predicted only in a probabilistic way. By 
analogy with the previous arguments involving momentum, one would 
expect that lcE I 2  would be a measure of the probability of obtaining the 
result E if the energy is measured. Additional credibility is given to this 
expectation by considering the absolute square of Eq. (3-1 1) integrated 
over all space. It is assumed that the functions 1/t and UE are normalized 
to unity. The resulting integral can be written as 

1 J l·'· l 2 d "" _ [i(E' - E)t] J- d = Y' V = f';, CECE' exp fl. UEUE' V 
= I; lcE I 2, (3-12) 

E 
inasmuch as it will be shown in Chapter 6 that these integrals are all zero 
when E � E'. For simplicity, the energies E in Eq. (3-12) are all assumed 
to be different. The square integral of 1/t is unity, the probability of finding 
the particle somewhere in space. This is equal to a sum which may be 
interpreted as the sums of the probabilities of finding the particle in the 
various energy states. 

3-2 One-dimensional motion past a potential hill. The simplest solu­
tions of the Schrodinger equation are those corresponding to problems 
involving motion of a particle in only one dimension. By this it is meant 
that the potential energy V in Eq. (3-5) is a function of only one co­
ordinate, for example x; the motion of the particle in the y- and z-directions 
is then that of a free particle, which for simplicity may be ignored. If 
the y- and z-motions of the particle are thus ignored, H, which is called 
the Hamiltonian operator, has the form 

"'2 02 
H = - 2m ox2 + V(x)

. 
(3-13) 

Particle motions in one dimension can be divided naturally into three 
classes characterized by the form of the potential energy function V(x). 
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FIG. 3-1. General one-dimensional potential hill. 
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In the first class, which can be designated as motion past a potential hill, 
the potential energy of the particle is a function of position of the general 
form plotted in Fig. 3-1 .  The potential energy function in this case is in 
the form of a potential hill such that the forces are equal to zero every­
where except in a finite region of space corresponding to the hill. In this 
class of problems, one normally considers a wave incident upon the po­
tential hill from either the left or the right, with some particles being 
transmitted past the hill and the others being reflected. The flux of inci­
dent particles may be measured in some sort of convenient unit ; for ex­
ample, unit flux may represent one particle per second incident on the 
potential hill with a particular momentum. The intensity R of the re­
flected wave and the intensity T of the transmitted wave in Fig. 3-1 
designate respectively the number of reflected particles and transmitted 
particles per second with unit incident particle flux. There are several 
mathematical and physical points to be noted about this class of problems. 
First of all, any solution is characterized by four parameters, of which 
only two are physically significant. These may be in the form of two 
complex numbers representing the amplitude and phase of waves incident 
upon the potential hill both from the left and from the right. However, 
since we are dealing with a linear theory: it is possible to treat each of 
these incident waves separately. Thus, without loss of generality, the 
problem can be reduced to a two-parameter problem with only one wave 
incident on the scattering potential. Solutions to this simpler problem 
can be superposed if necessary to satisfy the conditions of the more general 
case. 

A point of interest is that it is possible to obtain physically significant 
solutions for any positive energy of the particle. A further matter of 
great physical interest and importance is that even for a total energy of 
the particle less than the maximum height of the potential hill, there is a 
transmitted wave T. This is a situation without any classical analogue, 
corresponding to particles "tunneling" their way through the hill without 
"going over the top " ;  from a classical point of view, one would never expect 
the particle to be found in a region where its potential . energy was greater 



42 SCHRODINGER1S EQUATION (CHAP. 3 

than its total energy, since this would correspond to a negative kinetic 
energy, a concept without physical significance. The physical resolution 
of this paradox will be discussed in Chapter 8. 

Barrier penetrations of this type are important in connection with nu­
clear physics, for example, in the alpha-particle decay of a radioactive 
nucleus. Here the alpha particle must travel through the potential barrier 
of the coulomb energy between the charged alpha particle and the charged 
nucleus, a barrier that is higher at the edge of the nucleus than the total 
energy of the alpha particle. (This particular problem is treated in detail 
in Chapter 14.) 

Consider, as an example, the simple potential barrier illustrated in 
Fig. 3-2. The potential energy is a (positive) constant V in the region 
-a s x :::; a and is zero outside this region. It is assumed that particles 
are incident upon the potential barrier from the left only and that there 
is a reflected wave and a transmitted wave. It is further assumed that 
the energy of the particle is less than V, so that any transmitted particle 
must be characterized as resulting from a penetration of the barrier. 

The potential of Fig. 3-2 has been chosen so as to be symmetric about X =  0 :  
V(x) = V( -x) . (3-14) 

Because of the corresponding even character of the second derivative with 
respect to x, the total Hamiltonian operator H of Eq. (3-13) is left un­
changed under a transformation in which x is replaced by -x. Conse-

v V(x) 

ka = k1a = 1 

FIG. 3-2. One-dimensional rectangular potential barrier, with representative 
odd and even wave functions associated with the rectangular potential barrier. 
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quently, if u(x) is a solution to Eq. (3-10), this simple transformation 
leads to 

Hu( -x) = Eu( -x) . (3-15) 

Thus both u(x) and u( -x) are solutions to the eigenvalue equation (3-10) , 
with the same eigenvalue E. Consequently, any linear combination is also 
a solution ; in particular, the even and ocl.d combinations 

H[u(x) ± u( -x)] = E[u(x) ± u( -x)] (3-16) 

are solutions. Solutions to Eq. (3-10) , which from Eq. (3-13) can be 
written as 

d2u 2m 
dx2 = h2 [ V(x) - E]u, (3-17) 

can therefore be chosen to be either even or odd in x without loss of 
generality. The function in the brackets in Eq. (3-16) may be trivially 
zero. For example, if u(x) is an even function of x, the odd combination 
in Eq. (3-16) is identically zero. The symmetric choice of potential of 
Fig. 3-2· was made to simplify the discussion of the quantitative nature 
of the solutions ; the problems encountered in practice will not necessarily 
have this particular symmetry. 

Since the potential energy is an even function of x, one can, as indicated, 
choose the solutions of the energy eigenvalue equation to be always even 
or odd. The problem is somewhat simplified by thus considering either 
even or odd solutions to the differential equation. First consider even 
solutions. The wave function u that is a solution to Eq. (3-17) can be 
written for the three regions of x as 

u = A 1  cosh k'x, -a < x < a, = B1 cos (kx - o1 ) ,  

= B1 cos (kx + o 1 ) ,  

Here k and k '  are given by 

k' = i [2m( V - E) ] 1 1 2, 

k = � [2mE] 1 1 2 • 

x > a, 

x < -a. 

E < V, 

(3-18) 

(3-19) 

:!\ ote that in the region lying between -a and a, the even function u is a hyperbolic cosine. The functions in the region x > a and x < -a 
are also even. 
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The constants A 1  and B1 must be so chosen as to j oin these expressions 
properly at the boundaries a and -a; as mentioned earlier, it is necessary 
that u and its derivative be continuous functions. If u and its first deriva­
tive are to be continuous at the points x = ±a, the logarithmic derivative 

d 1 du - (log u) = - ­dx u dx (3-20) 

will also be continuous. The continuity of the logarithmic derivative of u 
with respect to x .  at x = a gives 

1 du u dx = k' tanh (k'a) = -k tan (ka - 61) .  

If we make the assumptions that 

ka << k'a << 1,  

Eq. (3-21) can be simplified to 

k2 + k'2 v 
61 = k a = 

E 
ka. 

(3-21) 

(3-22) 

(3-23) 

In a similar manner, the odd solution to the differential equation can 
be written as 

u = A2 sinh k'x, 

= B2 sin (kx - 82), 

= B2 sin (kx + 82), 

=-a < x < a, 

x > a, 

x < -a. 

Here the continuity in the logarithmic derivative gives 

1 du - -d = k' coth (k'a) = k cot (ka - 62) , U X 

which can be written as 

k tanh (k'a) = k' tan (ka - 62) . 

If we again make the assumptions of Eq. (3-22) ,  the result is 

62 = 0. 

(3-24) 

(3-25) 

(3-26) 

(3-27) 

The wave functions of Eqs. (3-18) and (3-24) are shown for representative 
values of particle energy and potential-barrier height in Fig. 3-2. 

By a suitable choice of the constants B1 and B2 in Eqs. (3-18) and 
(3-24), the even and odd solutions which have been considered can be 
made such that the amplitudes of the incident waves from each side are 
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equal. These two solutions can then be superposed in such a way that 
the amplitude of the incident wave from the right becomes zero, so that 
waves are incident only from the left. In this case, the solutions give 
directly the amplitudes of the transmitted and reflected waves. Super­
posing the even and odd solutions yields, for x > a, 

u = Bt cos (kx - eSt) + B2 sin kx. (3-28) 

Remembering that in this region there is only a transmitted wave to the 
�ight, we see that this must have the form of the space part of a plane wave : 

u = C exp (ikx) . 

Combining these equations, we obtain 

and 

Combining these gives C = B1 cos eSt .  

In the region x < - a, the wave function has the form 
u = [ !Bt exp (icS1) - � B2] exp (ikx) 

+ [ lBt exp ( -icSt) + � B2] exp ( -ikx) , 

(3-29) 

(3-30) 

(3-31) 

(3-32) 

(3-33) 

where the first term represents the incident wave and the second the 
reflected wave. When Eq. (3-30) is substituted into this equation, it 
becomes 
u = -iB2 exp (ikx) + lBt [exp ( -icS1) - exp (icSt)] exp ( -ikx), x < -a. 

(3-34) 

If the amplitude .of the wave incident from the left is assumed to be unity, 
B2 may be chosen B2 = i, giving Bt = exp (-icS1) and 
u = exp (ikx) - i exp ( -icSt) sin cS1 exp ( -ikx), 

= exp ( -icS1) cos cS1 exp (ikx) , 
x. < -a, 

x > a. (3-35) 

From these expressions the amplitudes of the transmitted and reflected waves are given directly in terms of the "phase shift " eSt .  The probability 
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that a particle will be transmitted through the barrier is given by the 
square of the absolute value of the amplitude of the transmitted wave : 

2 1 1 T = cos 1h = 1 + tan2 <h = 1 + V2/E · 2ma2/li2 
• (3-36) 

By approximating the r-1 potential by an equivalent square barrier 
and applying the above results, this equation can be used to obtain a 
rough estimate of the probability that an alpha particle will escape from 
a nucleus by penetrating the potential barrier of the nuclear electrostatic 
coulomb field. More exact calculations will be made later. (See Chap-
ter 14.) 

· 
Only the case of low-energy particles has been treated above. However, 

an interesting effect also occurs when the energy of the particles is greater 
than the maximum energy V m of the scattering potential. In this case, 
the solution of Schrodinger's equation shows that, contrary to classical 
expectations, there is a finite probability that an incident particle will be 
reflected. This will be discussed further after we have considered another 
class of problems. 

3-3 One-dimensional motion : reflection by an infinitely wide barrier. 
The second dass of one-dimensional motions concerns the reflection of 
particles by a potential barrier, as illustrated in Fig. 3-3. In this case, for 
particles incident upon the potential hill from the left with an energy 
less than the ·potential energy of the top of the hill, the particles are 
totally reflected, as in the classical case. With energies greater than the 
potential energy, there will in general be both a transmitted and a reflected 
wave. In this class of problems, as in that discussed above, physically 
meaningful solutions can be found for any positive energy of the particle, 
but for low-energy particles where reflection is total, these solutions are 
characterized by only a two-parameter system. The solution is then 
completely specified when the amplitude and phase of a wave incident 
upon the barrier from the left are specified. 

v 
Transmitted particles 
--------- ---

Incident particles 

Reflected particles 

FIG. 3-3. General infinitely wide one-dimensional potential barrier. 
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v 
v�--------------

-----------------r------------------.x 
Fro. 3-4. Potential step. 

As an example of this second type of potential, consider the barrier 
shown in Fig. 3-4. This is a potential energy function which has the 
form of a simple step occurring at x = 0 :  

V(x) = 0, 

= v > 0, 

X <  0, 

X >  0. (3-37) 

Consider first the case where the energy is greater than the potential 
energy V for positive x. Classically, in this case all the incident particles 
are able to move continuously to the right. If the total energy of the 
particle is everywhere greater than the potential energy, the most general 
solution of Eq. (3-17) for negative x is of the form 

u = exp [i(kx - wt)] + A exp [ -i(kx + wt)], 

_ [2mE]112 k - 11,2 ' E w = fi "  

X <  0, 
(3-38) 

This corresponds to a unit incident flux. For positive x, the solution is of 
the form 

u = B exp [i(k'x - wt)], X >  0, 
(3-39) 

k' = . [2m(E - V)]11 2 
h2 

As before, it is assumed that the function and its first derivative, and 
hence the logarithmic derivative, are everywhere continuous. The logarith­
mic derivative has, on the negative side of the boundary, the value 

1 du ik(1 - A) 
u dx = 1 + A  X =  -0. 

On the positive side of the boundary it has the value 

! du = ik' 
u dx ' X =  +O. 

(3-40) 

(3-41) 
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Continuity in the logarithmic derivative across the boundary then re­
quires that 

1 - A = k' = [E :- V]1 '2 • 1 + A  k E 

Solving for A, we find 
VE - v'E - V A =  . 
VE + v'E - V 

(3--42) 

(3--43) 

The square of A represents the intensity of the reflected wave or the 
probability that a particle is reflected at the interface between -the regions 
of different potential energy. To compare this with the classical result, 
it is only necessary to remember that from classical mechanics there should 
be no reflections of particles, and A should be zero. In the limit of E 
much greater than V, this is also the case quantum-mechanically. 

Consider next the case of the energy of the particle less than the height 
of the potential barrier. Classically, in this case all particles are reflected. 
Now k' in Eq. (3-39) is purely imaginary, corresponding to solutions de­
caying exponentially toward the right for positive x. Only the positive 
imaginary root is admissible for k', since the negative root would corre­
spond to a solution exponentially increasing to the right. This is physically 
inadmissible : it corresponds to an infinite outgoing particle flux for unit 
incident intensity. Except that k' becomes imaginary, the formalism is as 
outlined above and the reflection probability is again given by the square 
of the magnitude of A in Eq. (3-43) . However, in this equation the radical 
v' E - V now is purely imaginary and the numerator is just the complex 
conjugate of the denominator. Consequently, the absolute value of A is 
unity, corresponding to a reflection of all particles. This agrees with the 
classical result for these conditions. The reflection coefficient I A I 2 is 
plotted in Fig. 3-5. An mteresting case to consider is the limiting case obtained as the 
height of the potential barrier V goes to infinity. Examination of Eq. 
(3--43) shows that the limit of A as V goes to infinity is 

lim A =  - 1. (3--44) 
v-oo 

The substitution of A = -1  in Eq. (3-38) leads to the condition 

u(O) = 0. (3--45) 

This is equivalent to the statement that the condition to be satisfied at 
any boundary for which the potential energy is infinite is the vanishing of 
the wave function. Actually, this is proved here only for the one-dimen­
sional problem, but it can be shown to be valid generally. 
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FIG. 3-5. Reflection coefficient for particles incident on the step-potential 
barrier. Note that some particles whose energy is sufficient to ensure transmission 
classically are quantum-mechanically reflected. 

In both the classes of potentials discussed, it has been seen that po­
tential barriers can reflect particles that have sufficient energy to ensure 
transmission classically. This rather unexpected behavior does, none­
theless, have a classical analogue that becomes apparent when one remem­
bers that the quantum-mechanical formalism encompasses wavelike as 
well as particlelike behavior. One may, for example, treat the problem by 
analogy with classical wave optics, as was done earlier in this chapter, 
where the classical Snell's law of wave optics was seen to give results equiv­
alent to those obtained by quantum-mechanical considerations. The re­
flection of particles of energy E by a potential barrier of height V < E 
can be compared with the reflection of light by a transparent medium whose 
index of refraction differs from its surroundings. Writing Eq. (3-43) as 

A = vE/(E - V) 1 

vE/(E - V) + 1 

and using the "index of refraction" defined by Eq. (2-12), we have 

n - 1 A = --- , 
n + 1 

(3-46) 

(3-47) 

which is the classical optical reflection coefficient for a boundary where 
the index of refraction changes abruptly. Analysis shows that if the po­
tential (or index of refraction) varies gradually enough, instead of abruptly, 
reflections can be neglected in both the classical and quantum cases. 
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3-4 One-dimensional motion in a potential well. The third class of 
motions to be discussed is that of a particle bound in a potential well. In 
this case, the potential energy function is of the general form shown in 
Fig. 3-6, and the particle can exist in states (Schrodinger's equation can 
have solutions) for which the total energy of the particle is negative as 
well as positive. Classically, for negative energies the particle oscillates 
back and forth between the two sides of the potential well. An analogous 
situation can exist quantum-mechanically ; there are then bound solutions 
to Schrodinger's equation. As will be made clear below, such bound solu­
tions are obtainable only for certain discrete negative-energy eigenvalues 
of the Schrodinger equation. Consequently, there is a quantized energy­
level structure for the possible energies of the particle within the well. On 
the other hand, there are also solutions for positive energies of the particle, 
which are just like the solutions of the first class of problems described 
above, namely, the scattering of particles incident from one side. In this 
case, the incident particles will be partially reflected and partially trans­
mitted through the potential-well region. There is, of course, a charac­
teristic difference between this type of behavior and the classical behavior. 
In the case of the classical system, the particle would certainly traverse 
the potential well and emerge on the other side. In other words, there 
would be only transmitted particles and no reflected particles. Quantum­
mechanically, because of the wavelike behavior of particles, there are re­
flected as well as transmitted particles. 

The bound states of the particle in a potential well will now be discussed 
from a qualitative point of view to see why this class of solutions is char­
acterized by a definite discrete set of energy eigenvalues E. Referring to 
Eq. (3-17) , consider first the region where the potential energy is less 
than the total energy, so that the coefficient of u on the right side of the 
equation is negative. For a positive u, the second derivative of u is nega­
tive. In other words, the solution is such that in a plot of u as a function 
of x, for positive u the curve is concave downward, or toward the axis. 
On the other hand, for negative u the second derivative is positive and the 
solution is again curving upward toward the axis. Thus the solution is 
characterized by having an oscillatory character in which the curvature 
is always toward the u = 0 axis. (See Fig. 3-7, Region 1 .)  Whenever V 

v 

FIG. 3-6. General potential well. 
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FIG. 3-7. (a) A potential well. (b) The wave function for a bound state of 
the well. Note the oscillatory nature of 1/1 in the classically allowed region 1 and 
the exponential behavior in the classically forbidden region 2. The wave function 
shown is a computed eigenfunction of the potential well of (a) for the energy E. 

is larger than E (Region 2, Fig. 3-7) , the coefficient of u is positive : 
for positive u the function curves upward, or away from the axis, and for 
negative u it curves downward, also away from the axis. Thus the solu­
tions are such that the behavior about u = 0 is oscillatory in regions 
where the particle is allowed classically (i.e., where the total energy of 
the particle is greater than its potential energy) and divergent or exponen­
tial whenever the total energy is less than the potential energy. 

To see how this type of behavior leads to discrete allowed eigenenergies 
E, consider the potential energy function plotted in Fig. 3-8. For sim­
plicity, it is assumed that the potential energy function is symmetrical 
about x = 0. Consider a solution to the differential equation for a partic­
ular value of the energy E. The points at x = a and x = - a, corre­
sponding to where the energy E equals the potential energy V, have been 
marked. In the region -a < x < a, the function u is, as seen above, 
such that it is oscillatory, always curving toward the axis. For x greater 
than a, and for x less than - a, the particle is in a classically forbidden 



52 SCHRODINGER7S EQUATION 
v 

I I 1 -a a l  
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FIG. 3-9. (a) The potential well of Fig. 3-8. (b) An inadmissible solution 
to Schrodinger's equation corresponding to an energy E somewhat lower than 
that of an allowed state. 

region and the wave function has a form in which it curves away from the 
axis. AB before, because of the assumed symmetry of the function V(x), only 
even or odd solutions can be considered, without loss of generality. Con­
sider the solution plotted in Fig. 3-9 for a particular choice of the param­
eter E, where it has been assumed that the solution is an even function of x. 
Such a solution has a finite intercept on the u-axis and zero slope at x = 0. 
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FIG. 3-10. (a) The potential well of Fig. 3-8. (b) An inadmissible solution 

to Schrodinger's equation corresponding to an energy E' somewhat higher than 
that of an allowed state. 

The function is oscillatory in character in the region 0 < x < a, but it 
begins curving away from the axis for x > a. It should be noted that the 
solution of Fig. 3-9 is of a form that diverges as x goes to infinity and is 
therefore not a suitable solution to a physical problem. On the other hand, 
for a somewhat more positive value of the parameter E', the function 
oscillates with a shorter wavelength in the region 0 < x < a' and the 
solution is of the type shown in Fig. 3-10. Here the function �gain di­
verges as x becomes infinite, this time crossing the axis outside x = a'. 
For some particular value of the parameter E lying between these two, a 
solution will be obtained for which the function u approaches the x-axis 
asymptotically, as in Fig. 3-1 1 .  It is clear from the qualitative nature of 
the solution for this particular value of E that the solution is mathe­
matically "well-behaved" and can have physical significance. Therefore, 
this E has the physical significance of being a possible energy of the particle. 
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(a) 

(b) 
FIG. 3-1 1 .  (a) The potential well of Fig. 3-8. (b) An allowed solution to 

Schrodinger's equation corresponding to an allowed energy E. 

As a simple example of this class of problem, consider a "square" po­
tential well with infinitely high sides, as indicated in Fig. 3-12(a) . This 
corresponds to a particle bound by impenetrable walls to a region of width 
2a. As indicated ea;lier, the proper boundary condition to be imposed 
for this type of potential is that the wave function vanish at the walls. 
The proper form for the wave function is then an oscillatory function which 
vanishes at the walls. This suggests a sine or a cosine, and again because 
of the symmetry of the potential well, the functions can be either even or 
odd. The even functions are given by 

u = cos kx, -a < x < a, 
(3-48) 

7r 37r 57r 
ka = _ , _ , _ ,  · · · '  

2 2 2 

and the odd functions are given by 

u = sin kx, -a < x < a, ka = 1r, 21r, . . . (3-49) 



3-4] ONE-DIMENSIONAL MOTION IN .A POTENTIAL WELL 55 
E, l/1 

00 v 00 

-a 
(a) 

a (b) 
FIG. 3-12. (a) One-dimensional rectangular well with infinitely high walls. 

(b) Allowed energies and wave functions for the three lowest states of this well. 
The broken lines represent both energies and abscissas for the corresponding 
wave functions. 

The possible values of k are determined above from the boundary condi­
tion. They are, from Eqs. (3-48) and (3-49) , 

1r 37r n1r ka = 2 ' 7r, 2 ' 271", . . .  = 2 ' (3-50) 
where n is any positive integer. Using the relation given by Eq. (2-7) between the parameter k and the momentum, we obtain an expression for 
the possible energies of a particle in a one-dimensional box : 

or 
ka = pa = v'� a = n71" , , , 2 (3-51) 

(3-52) 
The wave functions for n = 1, 2, 3 are shown in Fig. 3-12(b) . The gen­
eral solution to the Schrodinger equation for this problem can be written, 
as in Eq. (3-1 1) ,  as 

t/1 = t Cn sin ( knX - n i) exp ( -iwnt) ,  
n=l 

k = n7r ' n 2a w = _1 (71""' n)2
. n 8mA a 

(3-53) 
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To match the classical situation, the constants en can be so chosen as to 
represent a wave packet, and hence a particle, initially (t = 0) at- x = 0 
and moving to the right with a certain velocity. Equation (3-53) then 
shows that the wave packet oscillates back and forth between the two 
walls at the velocity assumed initially. However, it gradually spreads out, 
becoming broader in time until the motion becomes irregular, with the 
initial oscillatory behavior lost. This initial motion of the wave packet is 
the quantum-mechanical analogue of the classical description of the 
particle. 

As a further example of this extremely important class of bound-state 
problems, consider the one-dimensional simple harmonic oscillator. This 
particular system has the same great importance in quantum mechanics 
that it has in classical mechanics. The Hamiltonian operator is given by 

(3-54) 

where k now refers, not to the propagation vector of a plane wave as here­
tofore, but to the spring constant of the oscillator. The eigenvalue equa­
tion which gives the possible energies of the oscillator is 

(3-55) 

This differential equation can be simplified by choosing a new measure 
of length and a new measure of energy, each of which is dimensionless : 

_ (mk) l / 4  Y =  fi2 X and 

where 

With these substitutions, Eq. (3-55) becomes 

d2Un 
dy2 

+ (� - y2)Un = 0. 

(3-56) 

(3-57) 

(3-58) 

In looking for physically permissible bounded solutions to this equation, 
consider first the asymptotic dependence of the solutions. As y becomes 
infinite, it is clear that � becomes negligible compared with y2• The re­
sulting differential equation is easily solved to yield 

(3-59) 
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This expression for the asymptotic dependence is suitable only for the 
negative sign in the exponent. Also, it is clear that because of the very 
rapid decay of the resulting gaussian function as y goes to infinity, the 
function will still have the same asymptotic dependence if it is multiplied 
by any finite polynomial in y:  

u = H(y) exp ( -fy2) .  (3-60) 

Here H(y) is a finite polynomial in y. Inasmuch as this has the correct 
asymptotic dependence, it suggests that a solution of the differential 
equation (3-58) of this form be considered. By substituting Eq. (3-60) 
into Eq. (3-58) , we obtain 

d2H(y) - 2y dH(y) 
+ (� - I)H(y) = 0. (3-61)  dy2 dy 

Assume a solution to this in the form of a finite polynomial : 

(3-62) 

If this is substituted into Eq. (3-61), a recursion formula connecting the 
coefficients is obtained : 

2s + 1 - � 
a,+2 = (s + 2) (s + I) a,, 8 � 0. (3-63) 

For there to be an upper cutoff to the coefficients so that the polynomial 
equation (3-62) is not an infinite series, the condition 

� = 2n + 1,  n an integer, (3-64) 

must be satisfied. Inasmuch as the recursion formula connects even sub­
scripts with even subscripts and odd with odd, Eq. (3-64) will form a 
cutoff for either even or odd terms but will leave the opposite members 
unaffected. Consequently, it is necessary to make the auxiliary assump­
tion that the terms are either all even or all odd : 

n even, 
or (3-65) 

a0 = 0, n odd. 

This is as expected, since V = !kx2 is an even function. 
Expressing Eq. (3-64) in terms of the original energy through Eq. (3-56) ,  

we obtain 
En = (n + !)Ac.1 (3-66) 

for the allowed energies of a simple harmonic oscillator. This should be 
compared with Planck's original assumption discussed in the first chapter. 
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FIG. 3-13. The first six simple harmonic oscillator wave functions. The 
vertical lines indicate the classical limits of motion for the oscillator with the 
corresponding energy. 
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The first six polynomials obtained from the recursion formula, Eqs. 
(3-64) and (3-65) , are given below. These polynomials have been normal­
ized in a particular way of no present importance ; normalized in this 
way they are called Hermite polynomials. 

Ho = 1 ,  

H1 = 2y, 

Ha = 4y2 - 2, 

Ha = 8y3 - 12y, 

H4 = 16y4 - 48y2 + 12, 

H 5 = 32y5 - 160y3 + 120y. 

(3-67) 

The corresponding wave functions Un are plotted in Fig. 3-13 for the 
same values of n. It should be noted that these functions curve toward the 
axis for the inner region lxl < V2E/k and curve away from the axis for 
values of lx l > V2E/k, and that for large values of n the wave function 
looks very much like a standing wave with nodes and loops. Thus one 
may think of the wave function as being reflected back and forth between 
the retaining walls of the harmonic oscillator potential well. 

It should also be noted that for large values of n the probability density 
rises to its largest value in the vicinity of lxl = V2E/k. This corresponds 
to the classical result that a simple harmonic oscillator is most likely to 
be found near the end of its swing, where its speed is zero. In fact, for 
classical mechanics the probability density is given by the reciprocal of 
the speed. This function is shown as the broken curve in Fig. 3-14 in 
comparison with the function 1Un l 2 for n = 10. 

FIG. 3-14. lu10l2 for the simple harmonic oscillator. The classical probability­
distribution function is shown by the broken curve. Note that the internodal 
distance (half wavelength) is least nearest x = 0, where classically the particle 
moves fastest. 
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The existence of nodes in the probability distribution lun l 2 is paradoxi­
cal. If classical concepts were valid, the particle could move through a 
node only with infinite speed or its probability of being found there would 
be nonzero. Once again the picture of a particle as always being exactly 
localized in space is inadequate. 

Both of the bound-state problems treated above (the infinite square 
well and the simple harmonic oscillator) have infinite potentials associ­
ated with them (at least as x becomes infinite) and an infinite spectrum 
of bound states. An infinite potential is by no means a necessary condition 
for bound states : the potential shown in Fig. 3-6 will in general also have 
bound states associated with it. Now, however, there will be only a finite 
number of (negative) energies for which bound states exist, the exact 
number depending on the depth and width of the potential well. 

3-5 Particle flux. In dealing with scattering problems, a simple ex­
ample of which was treated in a preceding section, the concept of particle 
flux · arises. Since it has been seen that the wave function is to be in­
terpreted as a particle probability amplitude, the motion of the particle 
is clearly to be associated with the motion of the wave function. This 
general idea can be made quantitative by the introduction of a probability 
density current. Since the square of the amplitude of the wave function of a particle 
gives the probability of finding the particle at a particular point in space, 
the probability P of finding the particle in a region of space bounded by 

I 
FIG. 3-15. Region of space 

bounded by the surface A, show­
ing the particle flux density vector S and an infinitesimal element of 
surface dA. The direction of the 
vector dA is normal to the sur­
face A.  

a surface A (see Fig. 3-15) is  given 
by 

P = JHdr. (3-68) 

Here dr represents a volume element : 
dr = dx dy dz. (3-69) 

To be able to discuss the flow of 
probability, we must know how the 
probability that the particle will be 
found within the surface A changes 
with time. Differentiating Eq. (3-68) 
with respect to time gives 

dP d f dt = dt ifl/l dr 

J (a� al/1) 
= at 1/1 + i{t at dr. (3-70) 
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Using Schrodinger's equation, Eq. (3-5), and its complex conjugate, we 
can write this as 

(3-71) 

The right side of this equation can be converted into an integral over the 
surface A by use of Green's theorem: 

dP ih r 
dt = 2m J A (i/iVt/1 - Y,Vi/i) . dA. (3-72) 

The form of this equation suggests that a probability density current S be 
defined : 

ih S = - 2m (i/iVl/1 - Vi/i l/1) . (3-73) 

If this definition is substituted into Eq. (3-72), the result is 

� = -i S · dA. (3-74) 

This has a simple physical interpretation : the rate of change of the prob­
ability that the particle will be inside the surface is equal to · the negative 
of the probability density current through the surface A. Taking the 
divergence of S and again making use of the Schrodinger equation, we 
obtain 

a v .  s = - at (i/it/1) , (3-75) 

which is the familiar differential form of the equation of continuity. 
As an example, consider a plane wave at a fixed time, 

(3-76) 

A wave function of this type cannot be normalized, so the absolute square 
of 1/1 can represent only the relative probability of finding a particle at a 
particular point in space. This probability density is clearly independent 
of position. One may think of this wave as representing a swarm of parti­
cles with an average density of one particle per cubic centimeter. In this 
case, the particles are moving with momentum mv, or have a velocity 

v = p . m (3-77) 

With this velocity and with an average density of one particle per cubic 
centimeter, v particles per second pass through a surface area of one square 
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centimeter perpendicular to the direction of motion of the particles. This 
constitutes the probability flux of the wave. As a check on this, we com­
pute the probability density current given by Eq. (3--73) for the plane wave 
of Eq. (3-76) . Applying the gradient operator to Eq. (3-76) gives 

(3-78) 

If this and its complex conjugate are substituted into Eq. (3-73) , we have 
s = p . m (3-79) 

This is in agreement with the classical calculation for the rate at which 
particles would cross one square centimeter of surface area under these 
conditions. As a second example, it is easily verified that for a wave function of the 
form of two plane waves oppositely directed, 

( P · r) ( P · r) t/1 =  A 1 exp i --,;- + A2 exp -i --,;- ' (3-80) 

the probability density flux S is given by 
s = ( l A 1 1 2 - IA2 l2) p_ .  m (3-81) 

This is  in  agreement with the result from classical considerations :  the net 
flux of particles across a surface at right angles to the vector p is equal to the difference between the two fluxes of the waves taken separately. On 
the other hand, for more general cases, such as two plane waves not di­
rected oppositely, there are interference effects, as seen earlier, and the 
net probability flux is not a simple sum of the individual fluxes. 

3-6 Summary. Arguments based on plane-wave functions suggested 
the plausibility of Schrodinger's equation as an equation determining the 
behavior of the wave function of a particle in time. This equation was 
discussed with regard to superposition states and their physical interpreta­
tion. Three types of one�dimensional motion, motion past a potential hill, 
reflection by an infinite barrier, and motion in a potential well, were dis­
cussed with illustrative examples. These included the important case of 
the simple harmonic oscillator, which was treated in some detail. Finally, 
particle flux was considered and the concept of probability density current 
was introduced and applied to examples involving plane waves. 
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PROBLEMS 

3-1 . In classical mechanics, the reference level for potential energy is arbi­
trary. What are the effects on the wave function and energy of adding a con­
stant potential V in Schrodinger's equation? 

3-2. In the text, the rectangular barrier penetration problem was treated 
under the assumptions ka << k' a << 1. Compute the transmission for the case 
E < V when these assumptions are relaxed,_ 

3-3. Calculate the reflection coefficient of sodium metal for low-energy elec­
trons as a function of electron energy and angle of incidence. For sufficiently 
long-wavelength electrons, the potential barrier at the metal surface can be 
treated as discontinuous. Assume that the potential energy of an electron in 
the metal is -5 electron volts. Calculate the index of refraction of the metal 
for electrons. . 

3-4. Compute the probability density current S for the region x > 0 for the 
case of the step potential at x = 0 treated in the text. What is the physical 
interpretation to b3 given S when E < V? 

3-5. Compute the transmission probability of the barrier of  Fig. 3-2 for 
particles of mass m and energy E > V. Assume that the barrier is thin enough 
so that the condition li/(2mE) 112 >> a is valid. (This is equivalent to assuming 
that the de Broglie wavelength for the particle is much longer than the thick­
ness of the barrier. Show this equivalence.) 

3-6. Calculate an explicit expression representing the envelope of a free­
particle wave packet given by 

- k - ko) foo [ 2] 
1/t(x, t) = -oo exp ( a . exp [i(kx - wt)] dk. 

Find the group velocity of this (gaussian) packet. Show that the packet expands 
as it travels. 

3-7. The transmission of a thin rectangular potential barrier of height V 
and width 2a, with a << A/(2mE) 1'2, was treated in the text. Compute the 
transmission of two such barriers separated a distance b. Discuss the resonance 
effects that can occur for certain energies of the particles and barrier separations b. 

3-8. A perfectly elastic ball is bouncing between two plane parallel walls. 
Using classical mechanics, compute the change in the energy of the ball as the 
walls are slowly and uniformly moved closer together. Show that the change 
in energy is just what one has quantum-mechanically if the ball's quantum 
number n does not change. 

3-9. In an ideal point-contact crystal rectifier operated in the "back" direc­
tion, the electric current fails to flow because of a potential barrier met by the 
electrons. Compute a rough value for the corresponding barrier-penetration 
probability for an electron that has kinetic energy of 2.5 volts incident on a 
rectangular barrier 3 volts high and lQ-7 em wide. 



CHAPTER 4 

FOURIER TECHNIQUES AND EXPECTATION VALUES 

4-1 The Fourier integral. Before discussing eigenvalue equations and 
expectation values, certain formal mathematical techniques will be con­
sidered briefly. It is assumed that the student is familiar with much of 
the following, so that this chapter will, in part at. least,_ constitute a 
review. If this is not true, it would be well to consult other texts where 
the material is developed more fully. 

Consider first the Fourier series expansion. Any function of x, real 
or complex, defined within the limits -7r s x s 1r, that has only a finite 
number of discontinuities can be expanded in the Fourier series 

f(x) = t an  cos (nx) + t bn sin (nx) . 

By making use of 
n=O n=O 

exp (ix) = cos x + i sin x, 

Eq. (4-1) can be put into the equivalent form 
1 � f(x) = _ rn= � An exp (inx) . 

V 27r n=-ao 

(4-1) 

(4-2) 

(4-3) 

The square root of 27r is inserted for convenience in the later development. 
Multiplying both sides of this equation by the exponential exp ( -imx) 
and integrating from -7r to +1r, where the function is defined, gives f+r 

Am = _ � f(x) exp (-imx) dx 
V 27r - r  (4-4) 

as an equation for the coefficients in the expansion of the function. 
Changing the domain over which the function f(x) is defined to run from -1ra to +1ra yields simple generalizations of Eqs. ( 4-3) and ( 4-4) : 

f+ra 
aAn � .1 f(x) exp (-i !!: x) dx. y27r -ra . a 
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(4-5) 

(4-6) 
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When we introduce a new variable k defined by 

k = � 
a 

and define a new function of k by 

F(k) = aAn, 
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(4-7) 

(4-8) 

for a suitable class of functions f(x) , the limit as a approaches infinity 
exists. In this case, Eq. (4-5) becomes an integral over k :  

where 

f(x) = _ � fao F(k) exp (ikx) dk, v 21l" -OO 
F(k) = _ � fao f(x) exp (-ikx) dx. v 21l" -OO 

(4-9) 

(4-10) 

The function F(k) is known as the Fourier transform of the functionf(x) , 
and the function f(x) is the Fourier transform of F(k) . The Fourier trans­
form as defined by Eq. (4-10) exists only when the function f(x) is 
square-integrable, that is, when 

��<Xl lf(x) l 2 dx < oo .  (4-1 1) 

The Fourier integral definitions, Eqs. (4-9) and (4-10) , are easily 
extended to a three-dimensional space. A function of the three variables 
x, y, and z can be related to a Fourier integral over the variables as 
follows : 

f(x, y, z) ( )3/ 2 f<XJ fao fao = 2
1 F(kx, ky, kz) exp [i(kxx + kyy + kzz)] dkx dky dkz. 

. 1l" -<Xl -<Xl -<Xl (4-12) 

This notation can be greatly simplified if the integral is considered as a 
volume integral over a three-dimensional k-space in which the coordinates 
are given by a vector k :  

( )3/2 f<Xl f(r) = 2� -<Xl F(k) exp (ik · r) dk. (4-13) 

Here dk refers, of course, not to the differential of a vector but rather to 
an element of volume in k-space. In a similar fashion, the inverse equa­
tion can be written as ( )3/ 2 fao 

F(k) = 2� -<Xl f(r) exp ( -ik · r) dr. (4-14) 
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4-2 The Kronecker delta and the Dirac delta function. As will be seen 
in later sections, in quantum mechanics one frequently encounters mathe­
matical expressions containing summations over one or more indices. 
In many cases, the expressions for these summations can be greatly 
simplified by the use of a symbol known as the Kronecker delta, �nm· 
This symbol has two indices and is defined by the properties 

n =  m, (4-15) 
n F- m. 

The Kronecker delta will find its most frequent application in later sec­
tions (Chapter 1 1  et seq.) where matrix representations are used. 

Another mathematical concept that will also prove to be of great 
usefulness is the Dirac delta function. *  While this is, strictly speaking, 
an exceedingly "improper" function, it can be given a satisfactory mean­
ing by the use of suitable limiting procedures. Consider Eq. (4-14) . 
This can be thought of as an expansion of an arbitrary function f(r) in terms of exponential periodic functions (plane waves) of k · r. Unfor­
tunately, it is not possible to obtain a Fourier transform of the exponential 
function itself, since for such a function the condition of (square) inte­
grability is not satisfied. Although a plane wave thus does not have a true Fourier transform, one can define the improper Dirac delta function 
so as to perform the role of such a transform. To do this, we write the 
exponential periodic function as 

f(x) = exp (ik0x) = lim exp ( -ax2 + ik0x) . (4-16) a-.0 
For any finite, real, positive value of a, the Fourier integral of Eq. (4-16) 
exists. This allows the calculation of the Fourier transform of Eq. (4-16) :  

F(k) = lim -1- Joo exp ( -ax2 + ikox) exp ( -ikx) dx. a-.0 V21r -oo (4-17) 
The resulting limit vanishes for k F- k0 and diverges for k = ko, giving as the form of the improper function F(k) : 

F(k) = 0, 
= oo ,  

k F- ko, 
k = ko. 

(4-18) 
Singular as this function is, it is still possible to define its integral over 
all k by performing the integration before taking the limit : 

* P. A. M. Dirac, Principles of Quantum Mechanics, Oxford University Press, 
Oxford, 3rd ed., 1947, Section 15. 
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foo F(k) dk = lim -1- foo dkfoo exp [-ax2 + i(ko - k)x] dx. -oo cr--+0 'V"21r -ao -ao 
(4-19) 

This suggests the definition of a new singular function which is called 
the Dirac delta function: 

�(k) = 2
1 foo exp (ikx) dx. (4-20) 7r _.., 

The integral here means, of course, the integral defined in accordance 
with the limiting procedure outlined in Eq. (4-16) . Defined in this way, 
the function 8(k) has the properties 

�(k) = 0, k � 0, 

= oo ,  k = 0, 

J: 8(k) dk = 1 .  

(4-21) 

In any computations involving the delta function, it is assumed that the 
computations are made prior to taking the limit. When dealing with regu­
lar well-behaved functions, the limiting process must be taken after the 
computations are made. The Dirac delta function is meaningful only 
under integral signs, where this limiting technique can be used. A few 
of the properties of the delta function are outlined below: 

o(x) = �( -x), 
jf(x) 8(x - a) dx = f(a), 

1 �(ax) = - �(x), a a >  0, 

J �(x - x1) �(x1 - x2) dx1 = �(x - x2), 
f(x) �(x - a) = f(a) 8(x - a) . 

(4-22) 

In a fashion similar to that used to define the delta function, it is possible 
to define the derivative of the delta function : 

�'(k) = 2� �� ik exp (ikx) dx. (4-23) 

This function, defined by a formal differentiation under the integral sign 
of Eq. (4-20) is, of course, meaningful only in the sense of a limit, as 
discussed in connection with Eq. (4-20) .  Some of the formal ,Properties 
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of the derivative of the delta function are 

- IS'(x) = IS'( -x) ,  

jf(x) 6'(x - a)  dx = -j'(a) . 

[CHAP. 4 

(4-24) 

The definition of the delta function can be easily extended to three dimen­
sions to give the delta function of the vector variable k :  

!S(k) = !S(kx) !S(kJJ) !S(kz) 

= 
(2!) •  J:. �� �� exp [i(k,x + k•y + k.z)] dx dy dz 

= 
(2!)• �� exp (ik · r) dr. (4-25) 

Strictly speaking, it is always necessary to bear in mind the sense in 
which these functions are defined as the limit of a sequence of properly 
behaved functions. However, in practice it is usually possible to calculate 
in a perfectly straightforward manner with these functions, as though 
they were well-behaved functions. For example, consider the use of the 
above functional relations to "derive" the connection between a function 
of x and its Fourier transform. Assume that a function of x is given and 
that its Fourier transform is defined by use of Eq. (4-10) . If Eq. (4-10) 
is multiplied on both sides by 1/v'2i exp (ikx') and integrated over all k, 
the result is 

_ � fao F(k) exp (ikx') dk = 
2
1 fao f., f(x) exp [ik(x' - x)] dk dx. V 21r -ao 1r -ao -ao (4-26) 

Interchanging the order of integration and making use of the definition 
of the delta function given in Eq. (4-20) yields 

_ � fao F(k) exp (ikx') dk = fao f(x) 8(x - x') dx, V 27r -ao -ao (4-27) 

nom which, making use of the second of the relations given in Eq. (4-22), 
we obtain 

f(x') = _ � fao F(k) exp (ikx') dk. V 27r -ao (4-28) 

In a similar fashion, the relation 

(4-29) 

is easily obtained. 
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4-3 Eigenvalue equations. In Chapter 3 it was pointed out that the 
time-independent Schrodinger equation, 

. Hu(r) = Eu(r), (4-30) 

is of the form known as an eigenvalue equation. The component parts of 
this equation are the operator (in this case symbolized by H), which 
operates on a (wave) function u(r) and, on the other side of the equality, 
a number E, called the eigenvalue, which multiplies the same function. An eigenvalue equation thus states that an operator, acting on a func­
tion, reproduces the same function multiplied by a constant factor. The 
function which satisfies the equation is called the eigenfunction of the equa­
tion corresponding to the particular corresponding eigenvalue. Note that 
in Eq. (4-30) , the eigenvalue is the energy of the particle. 

In discussing the Schrodinger equation, it was seen that the Laplacian 
operator acting on the plane wave function 

l/1 = A exp [ � (p · r - Et)] (4-31) 

reproduced the function times the factor -p2 /li2, or that 
(4-32) 

Thus the operator -li2V2 has the square of the momentum of a particle 
as eigenvalue and Eq. (4-31)  as eigenfunction. This suggests that one 
should associate with the momentum component in the x-direction the 
operator 

Pz = -iii � ' ax (4-33) 

or, in general, that one should associate with the (vector) momentum 
the operator 

P = -iii V = -iii grad. (4-34) 

The eigenvalue equation for momentum is then 
P,Y = -iliVl/1 = H, (4-35) 

with the solutions (ip · r) l/f = exp -h- · (4-36) 

Equation ( 4-36) may be multiplied by a constant or a function of the 
time, and Eq. (4-35) is still satisfied. Thus the plane waves met before · 
are the eigenfunctions of the momentum operator. 
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In discussing the application of the Schrodinger equation to the one­
dimensional simple harmonic oscillator, Eq. (3-55) , it · was implicitly 
assumed that the proper operator to associate with the square of the 
displacement x was merely x2• This would be consistent with the identifi­
cation of the position operator x with x as a factor. In three dimensions, 
this leads to the eigenvalut equation 

Tl/1 = ToVt· (4-37) 
Here To represents the eigenvalue, a constant vector, whereas the operator 
on the left side is a variable taking on all values corresponding to the 
argument of the function 1/t. The only solution to this equation is the 
improper function 1/1 = a(T - To) , (4-38) 
namely, a delta function which vanishes everywhere except for T = To. 
This eigenfunction is exactly what one needs for a wave function where the square of the amplitude of the function represents the probability 
that the particle will be found at a particular point. If the particle is 
known with certainty to be at the point T 0, the function has to vanish 
everywhere except at this particular point. 

The functions given by Eqs. ( 4-36) and ( 4-38) are unnormalizable. 
A further significant point about these two functions which should be 
noted is that each has the form of the Fourier transform of the other. 

As has been seen, if these operators are formally inserted into the 
classical Hamiltonian of a particle moving in a potential V(r) , 

1 2 ( H = 2m p  + V r), (4-39) 
an operator for the energy of the particle is obtained whose eigenvalue 
equation, Eq. (4-30) , determines the position dependence of the wave 
function for a state of definite energy E. To obtain the time dependence, 
one must use the energy-eigenvalue equation obtainable from Eqs. (3-7) 
and (3-8) : 

iii � 1/1  = El/1. 

that the energy operator is 
E == ih � · 

at 

(4-40) 

(4-41) 
Equation (4-40) taken in combination with Eq. (4-30) becomes the 
time-dependent Schrodinger equation 

(4-42) 
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This equation determines the time dependence of any (arbitrary) wave 
function describing the state of the system whether or not it correspcmds 
to a state of definite energy. 

4-4 Expectation values. It has been seen that the absolute square of 
the wave function is to be taken as a measure of the probability of finding 
a particle at a particular point in space. A word of explanation is neces­
sary as to what is meant by "probability" in this context. When thus 
speaking of probability, one has in mind the following situation : imagine 
an ensemble of similarly prepared systems. By "similarly prepared " is 
meant that the systems, insofar as any physical measurement is con­
cerned, are identical, that is, they are described by identical wave functions. 
Now, if a measurement is made on one of these systems to determine 
whether the particle is in a particular volume element, the result will be 
definite : either the particle is there or it is not. When the same measure­
ment is made on a large number of similarly prepared systems, the rela­
tive number of times that the particle is found in any particular volume 
is taken as a measure of the probability that the particle will be in that 
volume element. 

It is assumed in the following that the wave function is normalizable 
and is normalized to unity: 

(4-43) 

This represents no real limitation, inasmuch as for any realizable physical 
system it is always possible to imagine that the system is enclosed in a 
very large box for which it is always possible to define normalizable wave 
functions. It may at times be convenient to use unnormalized wave func­
tions, but this is not essential. With normalized wave functions, the 
absolute square of the wave function represents the actual probability 
per unit volume of finding a particle at a particular point in space. As 
such, the average value of a particular coordinate of the particle is given by 

(x) = J x · (probability that particle is in volume element dr at x) 

= J xl..Yl 2 dr. (4-44) 

Here the product of the absolute square of the wave function and the 
volume element is the element of probability that a particle will be found 
at this point ; the integral of this element of probability multiplied by the 
coordinate of the point x gives the mean, or expectation, value for the 
coordinate x. Again it must be noted that by this is meant the average 
of a number of measurements of the coordinate x carried out over an 
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ensemble of identically prepared systems. This average value of x, or 
the expectation value of x, is designated by (x). For reasons that will 
appear shortly, Eq. (4-44) is often written in the form 

(x) =  J�xt/t dr. (4-45) 

A similar expression for the average value of a component of the mo- · 
mentum of the particle will now be calculated. This is done by expanding 
the wave function in plane waves. As discussed in connection with 
Eq. (2-9), the square of the amplitude of a particular plane wave is as­
sumed to be a measure of the probability that a particle will have the 
corresponding momentum. First we write the wave function as a Fourier 
integral : ( 1 )3/ 2 f t/t = 

27r 
v(k) exp (ik · r) dk. (4-46) 

This equation is assumed to hold for one particular time, the time variable 
having been suppressed. (If the wave function is regarded as a function 
of position and time, the time variable would appear under the integral, 
with v being a function of k and t.) Consequently, the momentum measure­
ments under consideration are assumed to be made at a particular time 
for which the wave functions have the particular value given in Eq. (4-46) .  
The propagation vector k is related to the momentum through 

(4-47) 

As a result of Eq. (4-29) , since t/t is normalized, 

J lv(k) l 2 dk = 1 .  (4-48) 

Thus lv(k) l 2 can be interpreted as the probability per unit volume in 
k-space that a particle has a given momentum. Consequently, the proper 
expression for the average value of a particular component of the mo­
mentum of the particle is given by 

(4-49) 

This can be transformed into an integral over ordinary space by starting 
with the momentum eigenvalue equation, Eq. (4-35) , and using Eq. (4-46) : 

0 ( 1 )3/ 2/ -iii 
ox 

t/t = 27r . v(k)pz exp (ik · r) dk. (4-50) 
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Multiplying by the complex conjugate of the wave function and inte­
grating over all position space yields 

!if (�iii �) tf; dr = (2
1 )3/�(k')'ll(k)p:c exp [i(k - k') · r] dk' dk dr. ax � (4-51) 

Combined with Eq. (4-25) , this becomes 

J Y, ( -ifl. :x) Y, dr = j �(k')>l<(k)p. &(k - k') dk' dk. (4-52) 

If we make use of the properties of the 6-function given in Eq. (4-22) ,  
Eqs. (4-49) and (4-52) give 

(P:c) = j !w(k) I 2P:c dk = J If (-iii a�) t/1 dr. (4-53) 

Here the expectation value for the x-component of momentum i� given 
as an integral over position space. Note the similarity in form between 
this and Eq. (4-45) . In Eq. (4-45), the integrand is the complex conjugate 
of the wave function times an operator (x) operating on the wave function, 
integrated over all space ; in this case the operation is simply multiplica­
tion by the coordinate x. In Eq. (4-53) the integral is of the same form 
except that the operator here involves a differentiation with respect to x. 
This formal relationship can be made a little clearer by use of the nota­
tion P :c for the momentum operator: p = -iii i_ . ( 4-54) :c ox 

Using this notation, the expression for the expectation value of the x­
component of the momentum becomes 

(4-55) 

This is a further hint of the general importance of operators in the 
quantum-mechanical formalism being devel'oped ; many more important 
applications of the operator concept will be seen later. The procedure 
used above to calculate these average values is easily generalized to enable 
the calculation of the average values of various powers of the coordinates 
and momenta of the particles. The resulting expressions for these expecta­
tion values are 

(p�) = J Y,P�t/1 dr. 

(xn) = J ifxnt/1 dr. 

(4-56) 

(4-57) 
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There is one physical point which should be emphasized in connection 

with these equations. The wave function is, of course, a solution to the 
Schrodinger equation, Eq. (4-42) ,  and hence is a function of both position 
and time coordinates. Consequently, the expectation values appearing 
in Eqs. (4-45) and (4-55) are functions of time. This is to be interpreted 
in the following way. If, at a· given time, a measurement, either of posi­
tion or of momentum, is made upon an ensemble of particles described 
by a common wave function, the averages of the several measurements 
will be given by these equations. Once this measurement has been made, 
however, the ensemble has been disturbed as a result of the measurement 
and the wave function is no longer of the form that it had previous to the 
measurement. The exact form of the new wave function will, in general, 
depend upon the result of the measurement. Thus the average values 
given by Eqs. (4-56) and (4-57) no longer apply unless one inserts the 
new wave functions describing the ensembles which result from the 
disturbance of the measurement. Consequently, these expressions will 
in general predict only the result of the first measurement made on a 
system. Mter such a measurement has been made, a new wave func­
tion must be used to describe the expectation values for any future 
measurements. 

It has been seen thus far that the expectation values of the operators 
xn and P; are related to the wave function by an expression of the form 

(operator) = J {I (operator) 1/1 dr. (4-58) 

Reasoning by analogy, one might expect the expression for the average 
value of the energy of a particle in a state for which the energy is not 
well-defined or sharp to be given by 

(E) = (H) = j{!Ht/1 dr. (4-59) 
This will be discussed in greater detail in Chapter 6. 

As an example, consider expectation values for the one-dimensional 
simple harmonic oscillator treated earlier. Assume that the particle is 
in the state of lowest energy. The wave function is given by 

( k )1/4 ( kx2) 
1/10(x) = 1rftw exp - 2ftw • (4-60) 

This equation is identical to that obtained previously, Eq. (3-60) , except 
for the constant factor which normalizes the function to unity. With this 
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normalized wave function, the following expectation values for the ground 
state of the simple harmonic oscillator are easily obtained : 

(x) = J �oX1/to dr = 0, 

(x2) = J �0x21/to dr = : ' 
(p%) = J �oP %1/to dr = 0, 

< 2 J ·T. 2 ml,w Pz)  = 'YOP:z:l/to dr = -2- '  

(H) = �� p� + � x2) = ';' . 
(4--ul) 

Note that the expectation value of the Hamiltonian in the last equation 
of this set is obtainable from the expectation values of the square of x 
and the square of Pz· Also note that the wave function of Eq. (4--uO) is 
an eigenfunction of the Hamiltonian and consequently every measure­
ment of the energy made on a member of an ensemble of such systems 
will give this particular value. This is true only for the energy measure­
ment. In the case of the other four quantities, one would obtain a 
variety of different results for the measurements and the expectation 
values are, in these cases, just the average values. 

4-5 Summary. In this chapter, a brief review was given of the Fourier 
integral, and the Kronecker and Dirac deltas were introduced and their 
computational properties summarized. Next, eigenvalue equations were 
considered and their place in the quantum formalism sketched. Finally, 
the calculation of average, or expectation, values of system parameters 
was considered. 
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PROBLEMS 
4-1 .  Compute the Fourier transform of the wave function given by 

lxl > a, 

-a � x � +a. 

(Although this is not strictly a physical wave function, it can be considered as 
the limit of a class of allowable functions.) 

4-2. Compute the expectation values (x), (x2), (Pz), (p�), and (H) = (p�/2m) 
for a particle in the square potential well of width 2a with infinitely high sides 
treated in Chapter 3, when it is in an energy eigenstate. 

4-3. Solve the eigenvalue equation and find the eigenfunctions and allowed 
energies for a particle confined to the inside of the two-dimensional region 
bounded by the circle R = a. Assume that the potential is zero inside this 
circle and becomes infinite at R = a. 

4-4. A one-dimensional simple harmonic oscillator is constructed in such a 
way that the spring constant may be adjusted. The oscillator is in its lowest 
energy state when suddenly the spring constant is reduced to zero, without 
changing the wave function. What is the subsequent behavior of the wave 
function? 

4-5. A free particle of momentum p is represented by a plane wave. A measur­
ing apparatus determines that the particle lies inside a region of length l. The 
resulting interaction with the particle is assumed to leave the wave function un­
changed for a length l but to reduce it to zero outside this region. What are 
the average momentum and the average kinetic energy of the particle after 
the measurement has been made? 

4-6. Show that the average momentum of any wave packet representing a 
free particle does not change with time. 

4-7. Show that the average position of a wave packet representing a free 
particle moves with a constant velocity even though the wave packet may 
distort so badly as to lose its original shape. 



CHAPTER 5 

REVIEW OF CLASSICAL MECHANICS 

5-l Introduction. Although, as the preceding chapters have indicated, 
quantum mechanics differs radically from classical mechanics both in the 
physical picture it presents and in the way its ideas are mathematically 
formulated, nevertheless the many areas in which classical theory has 
proven successful suggest that, in a sense, quantum theory must be an extension of classical theory, rather than a complete replacement. Indeed, 
quantum mechanics was developed by close analogy with classical formu­
lations, especially the classical Hamilton-Jacobi formulation of mechanics. 
As will become apparent as quantum theory is further developed in the 
following chapters, there is a very close formal relationship between the 
classical and quantum theories. For this reason, the various more general 
classical formulations of mechanics will be reviewed briefly in this chapter. 
It is assumed that the reader is familiar with the material covered ; if 
this is not the case, reference should be made to texts in which this ma­
terial is treated in more detail. * 

5-2 Generalized coordinates and Lagrange's equations. The basis of 
classical, nonrelativistic mechanics is Newton's law of motion for a single 
particle, 

F = m'l, (5-1) 

relating the forces acting on the particle to the acceleration experienced. 
For conservative forces, the force is derivable from a potential, and 

F = - v v, (5-2) 

where V is a function of coordinates and possibly of time. Equation (5-1 ) 
is a second-order differential equation (actually, because it is a vector 
equation, it is equivalent to three equations obtained by resolving the 
vectors along three orthogonal axes) whose solution in terms of the 
initial particle position and velocity specifies the motion of the particle 
for all future, and past, time. The resolution of the vector equation in 
terms of three cartesian coordinates is straightforward. However, in 

* H. Goldstein, Cla8sical Mechanics, Addison-Wesley Publishing Co., Inc., 
Reading, Mass., 1950; H. C. Corben and P. Stehle, Classical Jfechanics, John 
Wiley and Sons, Inc., New York, 1950; E. T. Whittaker, Analytical Dynamics, 
Dover Publications, New York, 4th ed., 1944. 
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many cases the symmetries of the problem or the constraints imposed 
indicate that it would be convenient to use some other set of orthogonal 
coordinates. For example, in the case of a particle moving about a fixed 
center with the forces acting on the particle being directed toward the 
center and dependent only on the distance between it and the center, it 
is clear that spherical coordinates are natural to the problem : the solu­
tion will reflect the symmetry of the situation and this can be most simply 
expressed in spherical coordinates. For this reason, it is desirable to 
formulate the laws of mechanics in a form which can be readily applied 
to an arbitrary coordinate system. 

Consider a system consisting of N particles ; it thus has 3N degrees of 
freedom. One may choose any convenient set of "generalized coordinates" 
qi (i = 1 ,  2, 3, . . .  , 3N) to describe the system. These will be related 
to the 3N cartesian coordinates describing the particles by the equations 

or, more simply, 

Xj = Xj(ql, q2, · · · , qaN, t) ,  

Yi = Yi(qb q2, · · · , qaN, t), (5-3) 

(5-4) 
As written, the connecting equations contain the time explicitly. In the 
case where one fixed set of cartesian coordinates is to be replaced by 
another fixed coordinate set (e.g. , spherical coordinates), this explicit 
time dependence will not appear. 

While the coordinate transformation of Eq. (5-3) can be substituted 
directly into Eq. (5-l),  and for conservative forces into Eq. (5-2) , the 
resulting equations are, in general, complex and difficult to solve. For 
this reason, it has been proven useful to make use of a more general 
mathematical technique which can, with appropriate assumptions, yield 
Eq. (5-l) as a "derivable" result. Moreover, this general method, the 
variational technique, yields results valid for all coordinate systems. 

Consider the function L, any function of generalized coordinates qi, 
generalized velocities qi, and time t. It is assumed that the functions 
qi(t) are so chosen as to make the integral W, defined by 

(5-5) 

an extremum, i.e., a maximum or a minimum. Here t1 and t2 are to be 
considered as fixed times. This condition on the functions qi(t) can be 
expressed by saying that an arbitrary small variation aqi in the function 
qi(t) does not alter the value of the integral W. The variations aqi are 
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assumed to be such as to vanish at t1 and t2, the end points of the path 
of integration. In the language of the calculus of variation, 

(5-6) 
The functions qi are clearly not independent of qi, and hence 

(5-7) 

The second term in the parentheses of Eq. (5-6) can be integrated by 
parts: !.t2 aL . J.t' aL d aL I e2 J.t' d (aL) � aqi dt = � dt aqi dt = � aqi -

dt � aqi dt. tl uq, tl uq, uq, tl tl uq, 
(5-8) 

Since the variations 8qi vanish at tt and t2, 

(5-9) 

With the use of this expression, Eq. (5-6) can be written as ""'J.t' [aL d (aL)] 
"t tl aqi - 'dt 8qi aqi dt = o. (5-10) 

Since the variations 8qi were assumed to be arbitrary, this equation can 
be valid only if the bracketed expression vanishes : 

(5-1 1) 

This equation is known as the Euler equation of the calculus of variation. 
It represents a set of differential equations determining the functions 
qi(t) in such a way as to minimize (or maximize) the integral W of 
Eq. (5-5) . It should be noted that the derivatives in Eq. (5-1 1) are to 
be formed as though the qi and qi are independent variables. 

To obtain the equations of motion for conservative forces, .. av mxi = - oxi ' 

one need only assume that 

etc . ,  

L = T - V = :E !m(xi) 2 - V(xi, t) , i 

(5-12) 

{5-13) 
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where T is the kinetic energy and V is the potential energy of the par­
ticle. For this choice of the function L, Euler's equations become La­
grange's equations and the function L is known as the Lagrangian. 

Inasmuch as the integral W is minimized by trajectories qi(t) corre­
sponding to the actual motion of the particle (Lagrange's equations 
correspond to Newton's law of motion) , it will be minimized regardless 
of the system of coordinates used. Lagrange's equations are thus the 
desired equations of motion in an arbitrary coordinate system. 

As an example, consider the equations of motion in cylindrical coordi­
nates when the potential energy is a function of only r and z. The 
Lagrangian is 

and Lagrange's equations are .. + av 
0 mz - = az ' 

m � (r28) = 0, 

•• n2 + av 0 mr - mru a; =  . 

(5-14) 

(5-15) 

The second of these equations expresses the conservation of the com­
ponent of angular momentum about the z-axis. The mr82 term in the 
third equation is the familiar "centrifugal force " term. 

The above results can be generalized to the case of nonconservative 
systems if the velocity-dependent forces can be related to a generalized 
potential function U by 

F · = _ au + !:_ (au) , 
(5-16) ' aq1 dt aq_1 

where F1 is a generalized force in the direction of the generalized coordi­
nate q;. The Lagrangian function then takes the form 

L = T - U. (5-17) 

An extremely important example of a velocity-dependent force that 
fits this specification is that of the (Lorentz) force acting on a charged 
particle in an electromagnetic field. In this case, the force can be written 
(in gaussian units) as 

(5-18) 
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The fields will be expressed in terms of the scalar potential f/J and the vector potential A : 
1 aA 8 = -Vf/J - c at '  

CB = V X A. (5-19) 

These equations do not uniquely specify f/J and A. Maxwell's equations, 
expressed in terms of f/J and A, take their simplest form when the scalar 
and vector potentials are related to each other through the Lorentz 
condition 

1 of/J v · A +  c at =  0. 

From Eqs. (5-18) and (5-19) , 

Since 

and 

F = q {-Vf/J - � [�� - v X (V X A)]} ·  
dA oA dt = at + (v · V)A 

v X (V X A) = V(v · A) - (v · V)A, 
Eq. (5-21)  can be written as 

F = q [-V ( f/J - � v · A) - � ��] · 

(5-20) 

(5-21) 

(5-22) 

(5-23) 

(5-24) 

From this it can be seen that by choosing the generalized potential U as 
(5-25) 

(since f/J and A do not depend on the velocity) , the proper Lagrangian is 
L = T - qf/J + lJ. v · A. c (5-26) 

The Lagrangian formalism sketched above is advantageous because the 
dynamical problem is formulated in terms of a single scalar function L, 
rather than in terms of the set of vector relations in Eq. (5-l) .  In addi­
tion, by a suitable choice of generalized coordinates, simplifying features 
may become more apparent. For example, consider the case in which 
the Lagrangian is independent of one (or more) of the generalized coordi­
nates. Such coordinates are then said to be cyclic. Lagrange's equation 
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for this coordinate reduces to the form 

d (aL) 
dt iJqk = o, (5-27) 

which shows that iJL/iJqk is a constant of the motion. The discovery of 
constants of the motion greatly simplifies the solution of a dynamical 
problem ; in fact, the alternative formulation of mechanics to be dis­
cussed next seeks to exploit this situation further. 

5-3 Hamilton's equations. Lagrange's equations are a system of 3N 
second-order differential equations for the 3N generalized equations. In 
the Hamiltonian formulation of mechanics, an additional set of 3N inde­
pendent variables is introduced. This leads to 6N first-order differential 
equations describing the motion of the system. Since for conservative 
systems, the Lagrangian is given in cartesian coordinates by N 

L = � imir� - V(rt, r2, . . .  , TN, t) , 
i- 1  

the cartesian momenta are given by 
. aL miXi = iJXi · 

This suggests that we define a generalized momentum Pi by 

aL Pi = iJqi · 

(5-28) 

(5-29) 

(5-30) 

In the Hamiltonian formulation of dynamics, these momenta are con­
sidered as independent variables on an equal footing with the coordinates 
qi ; the set of 6N variables qi and Pi are called canonical variables. A 
Hamiltonian function is defined by 

H = L: (piJi) - L. (5-31)  
i 

From Eq. (5-30), since L = L(qi, iJ.i, t) , the momenta Pi are seen also 
to be functions of qi, qi, and t. The defining equation (5-30) for the 
momenta can then be solved for the qi in terms of the Pi and qi, and 
the resulting expressions can be used in Eq. (5-31) to eliminate the qi. 
The Hamiltonian H can thus be expressed as a function of the canonical 
variables : 

(5-32) 
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Therefore, upon differentiation, we obtain 

""' (aH . aH ) an dH = -7' aqi dqi + api dpi + 7if dt. 

From Eq. (5-31), however, 

83 

(5-33) 

dH = L (v · dq · + q · dp · - aL dq · - aL dq ·) - aL dt (5-34) 
i ' ' ' ' aqi ' aqi ' at · 

The first and fourth terms in the sum cancel because of Eq. (5-30), leaving 

L: ( . aL ) aL dH = q · dp · - - dq · - - dt . ' ' aqi ' at · ' (5-35) 

Equating coefficients of the independent differentials dpi, dqi, and dt in 
Eqs. (5-33) and (5-35) gives the canonical equations of motion : 

. aH P · = - - , 
' aqi (5-36) 

If one eliminates the momentum variables Pi that have been introduced 
into the Hamiltonian formalism, the result is, not unexpectedly, La­
grange's equations. The Hamiltonian formalism has other aspects, how­
ever, of great importance. Some of these will now be considered. From 
Eq. (5-33) ,  

dH ""' (aH . aH . ) aH df = .4J aqi qi + api Pi + 7if · ' 
From the canonical equations (5-36) , this reduces to 

dH aH 
dt = a;: · 

(5-37) 

(5-38) 

Therefore, if the Hamiltonian function is not an explicit function of the 
time, it is a constant of the motion. 

In the case of a dynamical system and a coordinate system such that 
the time does not appear in the equations defining the generalized coordi­
nates, the kinetic energy T is a homogeneous quadratic function of the qi : 

T = E CX.ijqiqj, i ,j 
From this, it is seen that 

(5-39) 

(5-40) 
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Assuming further that the system is conservative (L = T - V), 

aL aT Pi = aqi = aqi · 

The use of these latter two relations in Eq. (5-31) yields 

H = L: a: tii - (T - V) = 2T - (T - V) 
i aqi 

= T + V. 

(5-41) 

(5-42) 

In this case, therefore, the Hamiltonian function can be physically inter­
preted as the sum of the kinetic and potential energies of the system ex­
pressed as a function of the canonical variables. 

Cyclic variables have the same significance in the Hamiltonian formal­
ism that they have in the Lagrangian : if H is independent of a generalized 
coordinate, the corresponding canonical momentum is a constant of the 
motio�. This follows directly from Eq. (5-36) . 

An important special case is that of a charged particle moving in an 
electromagnetic field. From Eq. (5-26) , the Lagrangian is 

L = T - qq, + � v · A. c 
The generalized momenta, from Eq. (5-30) , are given by 

(5-43) 

(5--44) 

If the generalized coordinates do not depend explicitly on the time, 

v · A = L: q;A;, 
i 

where A i is not necessarily a cartesian component of A; Hence 

and 

where 

as before. 

(5-45) 

(5-46) 

(5-47) 

(5-48) 
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The Hall\iltonian is given by 

H = :E (a�. + � A i) qi - [r - qcJ> + � v · A] , aq, c c 

= 2T + � v · A - T + qcp - � v · A c c 
= T + qcp, (5-49) 

and it is seen that in this case the Hamiltonian is just the total energy, 
since qcp is the potential energy of the particle. 

For cartesian coordinates, the canonical momenta of Eq. (5-47) are 
given by 

or, vectorially, 
p = mv + � A. c 

etc. ,  (5-50) 

(5-51) 

Note that the canonical momentum no longer is the ordinary linear 
momentutn mv. From this, the Hamiltonian, Eq. (5-49), is 

H = [p - (q/c)A]2 + qcp. 2m 
(5-52) 

5-4 Poisson brackets. It is frequently convenient to introduce another 
mathematical expression, known as the Poisson bracket. If F and G are 
two functions of the canonical variables, the Poisson bracket of F and G, 
{ F, G} , is defined by 

{F, G} = :E (aF aG _ aF aG) . (5-53) , aqi api api aqi 

To illustrate where this expression can arise, consider an arbitrary func­
tion F, a function of the coordinates, canonical momenta, and the time. 
Its time derivative cart. be written as 

(5-54) 

When Hamilton's equations, Eq. (5-36) , are introduced, this becomes 

dF · aF (jj = at + {F, H} . {5-55) 

This clearly is a very concise way of writing the dynamical equations of 
motion for a system. Choosing F in Eq. (5-55) to be in turn qi, Pi, and H 
yields the Hamiltonian equations (5-36) and (5-38) . Another feature of 
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Poisson brackets is that they provide a test for recognizing constants of 
the motion : if 

aF 
at - {F, H} , {5-56) 

F is a constant of the motion. In particular, if F does not depend 
explicitly on the time, it is a constant of the motion if its Poisson bracket 
with the Hamiltonian vanishes. 

As will be seen later, the Poisson bracket provides a powerful tool in 
formulating quantum theory. For this reason, several simple but im­
portant properties of Poisson brackets will be developed. From the 
definition of the Poisson bracket, Eq. {5-53) , the following identities can 
readily be obtained : 

{ F, F }  = 0, { F, c } = 0, (5-57) 

where c is independent of qi and Pi, but may depend explicitly on the 
time. Further, 

_{ F, G}  

{E + F,  G}  

{E, FG} 

- { G, F } ,  

{E, G} + { F, G } ,  

{E, F } G  + F{E, G } .  

{5-58) 

Also important are the special cases in which F and G are qi and pi : 

(5-59) 

5-S Canonical transformations. In solving problems, the symmetries 
of the physical situation often indicate that one set of generalized coordi­
nates is preferable to another. For example, in the case of motion under 
the influence of a central force F(r) , spherical coordinates, rather than 
cartesian, are the obvious choice. Although transformation from one set 
of generalized coordinates qi to another, Qi, is straightforward, the situa­
tion becomes somewhat more complex when the Hamiltonian formalism, 
in which momenta are on a par with coordinates as independent variables, 
is considered. What is then wanted are transformations which are canon­
ical, that is, which leave the form of the equations of motion, Eq. (5-36) , 
unchanged. Another term for such a transformation is contact trans­
formation. 

In setting up new canonical variables (coordinates Qi and momenta Pi) 
to replace the original variables qi and Pi, 2N additional variables are 
introduced. It is clear that of the 4N variables qi, Pi, Qi, and Pi, only 
2N can be independent ; 2N must be expressible in terms of the other 2N. 
If the desired new variables Qi and Pi are expressed in terms of the old 
by the arbitrary functions 

(5-60) 
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the new variables will not in general be canonical. However, it can be 
shown that if one starts instead with an arbitrary differentiable function 
F(qi, Pi, t) and uses it to define two new variables Qi and, implicitly, Ph 
and a new function K: _ aF(qi, Pi, t) Pi = aqi ' 

Q . _ aF(qi, Pi, t) ' = api ' 

K = H + aF(qi, Pi, t) , 
at 

(5-61) 

then the set of transformation equations (5-60) obtained by solving 
Eqs. (5-61) for Pi and Qi results in a canonical transformation in which · aK pi =  - -Q . a i {5-62) 
The function F(qi, Pi, t) is called the generating function of the trans­
formation. The new function K(Qi, Pi) plays the role of the Hamiltonian 
in the transformed system. 

In the discussion above it was assumed that the generating function F 
was a function of the original coordinates qi and the new momenta Pi· It is also possible to use generating functions of the forms F1 (qi, Qi, t) , 
F2(pi, Pi, t) , or F3(pi, Qi, t) . With one of these generating functions, the 
relations determining the transformation, Eq. (5-61),  will differ, but can 
similarly be solved to give transformation equations of the form of 
Eq. (5-60) . 

Several important expressions are invariant under a canonical trans­
formation. Most significant to the later development is the Poisson bracket : 
the Poisson bracket of any two functions is invariant under a canonical 
transformation. The quantum-mechanical analogue of this will be seen 
later. 

One simple example is provided by the generating function 
{5-63) 

In this case, equations {5-61) yield 
K = H. (5-64) 

This transformation, which leaves coordinates and momenta unchanged, 
is the trivial identity transformation. 

A useful concept is that of an infinitesimal canonical transformation. 
Such a transformation, as the name implies, produces only infinitesimal 
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changes in the variables ; the generating function therefore differs from 
the identity transformation discussed above only by an infinitesimal : 

F = 'L: qiP i + EG(qi, pi) . i 
(5-65) 

Here E is a constant infinitesimal. While F is the actual generating func­
tion, the function G is also at times referred to as the generating function ; 
the term will be used in this book to apply to either F or G. From 
equations (5-61), 

or 
. _ P · + E aG(qi, Pi) P1 - 1 aq; 

aG tJp; = P; - Pi = -E - . aqi 
Similarly, from equations (5-61),  

or 
Q + aG(qi, Pi) ; = q; E aP; 

aG 
tJq; = Q; - q; = E aP; . 

(5-66) 

(5-67) 

(5-68) 

(5-69) 
Only terms to the first power in E will be of interest : since this is the 
case, P; in Eq. (5-69) can be replaced by p;, giving 

aG 
tJq; = E ap; ' 

where G is now considered to be a function of qi and Pi· 

(5-70) 

The effect of such an infinitesimal canonical transformation is to pro­
duce a change tJW in any function W(qi, Pi) , given by 

(5-71) 

With the use of Eqs. (5-67) and (5-70) , this becomes 
tJW = E { W, G } . (5-72) 

Thus the change in any function is given by the Poisson bracket of the 
function with the generating function G. 

5-6 Summary. In this brief review of certain classical formalisms, 
need for a coordinate system more general than the cartesian was dis­cussed, and it was shown how Newton's second law of motion can be re-
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cast in terms of such generalized coordinates to give Lagrange's equations. 
This was done using variational procedures. The significance of cyclic 
coordinates in this formalism was pointed out. Then the Hamiltonian 
formulation of the equations of motion was developed, with the intro­
duction of generalized canonical momenta as independent variables. Some 
important properties of the Hamiltonian viewpoint were mentioned briefly. 
Poisson brackets were defined, and several of their properties were tabu­
lated. Finally, canonical transformations that preserve the Hamiltonian 
form of the equations of motion while altering the choice of independent 
variables were discussed, and the concept of an infinitesimal canonical 
transformation was introduced. 



CHAPTER 6 

OPERATOR FORMALISM 

6-1 Postulates of quantum mechanics. It was seen in Chapter 3 that 
operators play an important role in quantum mechanics. For example, a 
plane wave, representing a state of a free particle for which the momentum 
of the particle is definite, satisfies the eigenvalue equation 

P exp [i(k · r - wt) ] = p exp [i(k · r - wt)] , (6-1) 

where the momentum operator P = -ih V operates on the eigenfunction, 
in this case a plane wave, and gives the eigenvalue p = hk times the same 
eigenfunction. Several important conclusions were drawn from the dis­
cussion of this eigenvalue equation : 

(1) The observable p, a measu�able quantity, has associated with it 
an operator P. 

(2) The eigenvalue equation of this operator has as eigenfunctions 
those wave functions which represent states for which the mQmentum 
has some definite value. 

(3) The eigenvalue p is the value which would be obtained if the 
momentum were to be measured. 

( 4) If the wave function is not some one of the possible eigenfunctions 
but is instead given by a linear superposition of plane waves, it is not 
possible to predict which of the various momenta associated with the 
component plane waves would be obtained if a momentum measure­
ment were made. However, it was seen that the square of the amplitude 
connected with any component plane wave gives a measure of the 
probability of obtaining the corresponding value for a momentum 
measurement. This led to Eq. (4-55) as the expression for the average 
momentum of the particle. Stated exa�tly, if it be imagined that there 
is an ensemble of systems all having the same wave function, a mo­
mentum measurement on all members would yield different results, 
with Eq. (4-55) as the average value. 

(5) If the momentum of a particle in such a superposition-momentum 
state is measured, the wave function of the particle must immediately 
thereafter be a plane wave. 

It was found that the energy of a particle is associated with the Hamil­
tonian operator, and its position with the operator r. These ideas will now 
be established on a formal postulatory basis, and some of the properties 

90 
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of. operators and their eigenvalue equations will be derived. The physical 
reasonableness of the postulates can be seen from the discussions of the 
earlier chapters. 

PosTULATE 1 .  It is assumed for a system consisting of a particle moving 
in a conservative field of force (produced by an external potential) , that 
there is an associated wave function, that this wave function determines 
everything that can be known about the system, and that it is a single­
valued function of the coordinates of the particle and of the time. * In 
general it is a complex function, and may be multiplied by an arbitrary 
complex number without changing its physical significance. 

PosTULATE 2. With every physical observable (the energy of the 
system, the x-position coordinate of the particle, etc.) there is associated 
an operator. Denote by Q the operator associated with the observable q. 
Then a measurement of q gives a result which is one of the eigenvalues 
of the eigenvalue equation : 

(6-2) 
This measurement constitutes an interaction between the system and the 
measuring apparatus. If the state function was 1/ln prior to the measure­
ment, the result qn is certain to be obtained from an exact measurement 
of the observable associated with the operator Q. If initially the wave 
function is not an eigensolution of Eq. (6-2), it is impossible to predict 
with certainty which of several possible results will be obtained. However, 
if the result qn is obtained, the interaction changes the state of the system 
to the state described by the function tYn· Thus, immediately after a 
measurement yielding the value qn, the state function is tfn· This is equiv­
alent to the condition that a measurement be repeatable :  a measurement 
giving a result qn will, if repeated immediately, give with certainty the 
same result. 

Definition 1 .  An operator Q is Hermitian if 
J 1/;aQt/lb dr = J Qt/lat/lb dr, (6-3) 

where t/la and tfb are arbitrary normalizable functions. The integration 
* Since lt/11 2, and not t/1 itself, has been seen to be the quantity of measurable 

physical significance, the necessity for the assumption of single-valuedness is not 
a priori obvious. However, various mathematical difficulties arise if the single­
valuedness postulate is abandoned, and so it will be retained for the purposes 
of this book. For a more detailed discussion of this point see : W. Pauli, Die 
atlgemeinen Prinzipien der Wellenmechanik, J. W. Edwards, Ann Arbor, Mich., 
1947, p. 126 (reprinted from Handbuch der Physik, 2nd ed., vol. 24, part 1 ) ; 
J. M. Blatt and V. F. Weisskopf, Theoretical Nuclear Physics, John Wiley and 
Sons, New York, 1952, Appendix A, footnotes on p. 783 and p. 787. 
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is assumed to be over the entire three-dimensional space. It is obvious 
that the operator x associated with the measurement of the x-component 
of the position of a particle is Hermitian. The operator Pz = -ili(ajax) 
associated with the x-component of the momentum of the particle can 
also be seen to be Hermitian. This follows from an integration by parts, 
imposing the condition that the wave function vanishes at infinity. 

Since P z is a Hermitian operator, the square of P z is also, and so is any 
power of P z, as shown by 

(6-4) 

Also, a linear combination of Hermitian operators is a Hermitian operator. 
A number of elementary results, which follow directly from the postu­

lates laid down above and which can be expressed in the form of simple 
theorems, will now be discussed. These theorems, although simple to 
prove, are fundamental to the whole structure of the quantum-mechanical 
formalism. First, two theorems will be discussed which relate Hermitian 
operators to properties of their eigenvalues and to properties of their eigen­
functions, respectively. 

THEOREM 1 .  The eigenvalues of a Hermitian operator are all real. 

Proof: 

Therefore 

J t/lnQV!n dr = J t/lnqnt/ln dr = qn J t/lnt/ln dr, 

J QV!nt/ln dr = J qnt/lnt/ln dr = qn J t/lnt/ln dr. 

(6--=5) 

(6-6) 

and qn is real. This is an important result in the formalism, inasmuch as 
the eigenvalues have .been interpreted as the results of physical measure­
ments, and such results are real numbers. 

Before proceeding with the theorems, a postulate and a few definitions 
are needed. 

PosTULATE 3. Any operator associated with a physically measurable 
quantity is Hermitian. 

Definition 2. Two wave functions are said to be orthogonal when 

(6-7) 

the integration being over all space. 
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Definition 3. A set of functions is linearly independent if the linear 
equation 

L: cp/t; = 0 
i 

(6-8) 

implies that all c1 = 0. If the functions are not linearly independent, they 
are said to be linearly dependent. 

Definition 4. An eigenvalue q of an eigenvalue equation is mth-order 
degenerate if there .are m linearly independent eigenfunctions corresponding 
to this eigenvalue. 

Consider now another theorem following directly from the Hermitian 
property of the operator. This concerns the eigenfunctions of Hermitian 
operators. 

THEOREM 2. Orthogonality. Two eigenfunctions of an operator are or­
thogonal to each other if the corresponding eigenvalues are unequal. 

Proof: 

Therefore 

I l/lnQ!/tm dr = I Ql/lnl/lm dr = qn I l/lnl/lm dr 
= qn I l/lnl/lm dr 
= I l/lnQ!/tm dr = qm I l/lnl/lm dr; 

(qn - qm) I l/lnl/lm dr = 0. 

ll/lnl/lm dr = 0 if 

(6-9) 

(6-10) 

(6-1 1) 

THEOREM 3. If an eigenvalue q of the operator Q is degenerate, any 
linear combination of the linearly independent eigenfunctions is also an 
eigenfunction ; 

(6-12) 

This follows in obvious fashion from the linearity of the equation. 
Definition 5. A set of functions constitutes a complete set of linearly in­

dependent eigenfunctions corresponding to the eigenvalue q if with any 
other eigenfunction of the eigenvalue q the set is linearly dependent. In other words, the set of functions is complete if there is no other function 
which falls in the set of linearly independent functions. 
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THEOREM 4. If 1/li (j = 1, . . .  , m) constitute a complete set of eigen­
functions with the eigenvalue q of mth-order degeneracy for some operator, 
then any other eigenfunction of this eigenvalue may be expanded in terms 
of this complete set. 

Proof: Let m 
al/1 - L: c11/ti = 0. 

i=l 
(6-13) 

If a is equal to zero, then all the c's in this equation must be zero, since 
these functions are linearly independent. If this were the only possibility, 
then 1/1 would constitute a member of the linearly independent set of func­
tions. Since, however, it was assumed that the set of functions 1/11 through 
1/tm was linearly independent and complete, there must be a solution to 
Eq. (6-13) with a not equal to zero. If a is not equal to zero, then one has 

1/1 = ! 2: c,.,Ph a . ' 
which constitutes the desired expansion. 

(6-14) 

THEOREM 5. Linear combinations of the Yti may be taken to form a 
set of m mutually orthogonal functions. These m mutually orthogonal 
functions are, of course, also linearly independent and can be used to 
expand any other eigenfunction corresponding to a particular eigenvalue. 
This theorem can be verified by making use of the Schmidt orthogonaliza-
tion procedure outlined below. 

· 
Schmidt orthogonalization procedure. Designate the set of independent 

functions corresponding to the eigenvalue q as Yti (j = 1, . . .  , m) . Choose 
"any one of these functions, say 1/lt , as the first member of a new set 
Uj (J' = 1, . . .  , m) : 

Designate 

Take 

Clearly, 

Jutu2 dr = 0. 

Designate 

j lu2l 2 dr = c2 2, J UtYta dr = Ct a, 

(6-15) 

(6-16) 

(6-17) 

(6-18) 

J u21/la dr = c2a · (6-19) 
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Take 
(6-20) 

Clearly, 
ju1u3 dr = ju2u3 dr = 0. (6-21)  

This procedure can obviously be extended to obtain u4, u5 , . • •  , Um. As eigenfunctions corresponding to different eigenvalues are already orthog­
onal, by Eq. (6-1 1) ,  the above procedure can be used to obtain a complete 
orthogonal set of eigenfunctions for any Hermitian operator. 

PosTULATE 4. The set of functions If; which are eigenfunctions of the 
eigenvalue equation 

(6-22) 

form, in general, an infinite set of linearly independent functions. A linear 
combination of these functions of the form 

(6-23) 

can be used to express an infinite number of possible functions. It might 
be expected that this infinite set of linearly independent functions could be 
used to expand any arbitrary function If; actually this assumption is more 
stringent than is necessary. It will be assumed only that the infinite set 
of functions formed by the eigenfunctions of any operator playing a role 
in quantum mechanics can be used to expand a wave function which is a 
suitable physical wave function. Questions involved in the possibility of 
expansion of a particularly badly behaved function will not be considered. 
It is specifically assumed that if If is a physically acceptable wave function, 
it can be expanded in eigenfunctions of any observable of the system. 

With the assumption that the complete set of linearly independent 
eigenfunctions for an operator has been chosen to be orthogonal and with 
the further assumption that the eigenfunctions are all square-integrable 
and have been normalized to unity, we have 

(6-24) 

Such a set of functions is said to constitute a complete orthonormal set. The 
expansion coefficients c; in Eq. (6-23) are easily evaluated for such a 
set by making use of Eq. (6-24) : 

c; = J 1/1;1/t dr. (6-25) 
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Definition 6. If there exists a complete set (in the sense of Postulate 4) 
of linearly independent state functions l/1; such that l/1; is an eigenfunction 
of both of the operators R and S corresponding to physical observables, 
the corresponding observables are said to be compatible. 

By "compatible observables" is meant that both R and S are completely 
predictable for the complete set of states l/1;. Clearly, position and mo­
mentum measurements are not compatible. On the other hand, the 
three components of the position or the three components of the mo­
mentum are simultaneously measurable and hence compatible. 

Definition 7. If 
(6-26) 

for any arbitrary function in the set of physically permissible wave func­
tions, the operators are equivalent: 

Q =- R. (6-27) 

Conversely, the operator equation (6-27) implies Eq. (6-26) for any l/1 
in the set of acceptable functions. 

THEOREM 6. If two observables are compatible, their operators com­
mute. 

Proof: 

Therefore 

and 

Rl/1; = ril/1;. 

(RS - SR)l/1; = 0 

(RS - SR) L c;l/1; = (RS - SR)l/1 = 0. 
i 

(6-28) 

(6-29) 

(6-30) 

By the expansion postulate 4, l/1 may be any arbitrary function of the class 
of all wave functions of importance in quantum mechanics. Consequently, 
Eq. (6-30) implies the commutation of the operators R and S: 

[R, S] = RS - SR = 0. (6-31) 

The expression RS - SR is known as the commutator of the operators 
R and S. 

THEOREM 7. If two operators Q and R commute and either Q or R 
has nondegenerate eigenvalues, its eigenfunctions are also eigenfunctions 
of the other operator. 

Proof: 
(6-32) 
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where q is assumed to be nondegenerate ; then 
(6-33) 

follows directly from Eq. (6-32) by multiplying by the operator R and 
making use of the commutation relation. On the other hand, Eq. (6-33) 
states that the function R� i is an eigenfunction of the operator Q. But the 
operator Q has been assumed to have only nondegenerate eigenvalues. 
Consequently, the function R�i can differ from the original eigenfunction 
�i by at most a multiplicative constant, and so 

(6-34) 

This shows that the wave function �i is simultaneously an eigenfunction 
of both Q and R. Note also that the members of the set of functions � i are orthogonal. 

THEOREM 8. If Q and R are operators which commute with each other, 
there exists a complete set of eigenstates which are simultaneously eigen­
states of both Q and R. 

The case of the nondegenerate eigenvalue has already been treated. 
The case of degeneracy is considered here. 

Assume that 
(6-35) 

where q is an mth-order degenerate eigenvalue of Q. Operating on 
Eq. (6-35) with R and making use of the commutation relation leads to 

(6-36) 

From the form of this equation it is clear that the function R�i is an eigen­
function of Q, and by an earlier theorem can be expanded in the set of 
functions �i· Consequently, m 

Rlf i = I: qiklfk· 
k=l  

Multiplied by a constant Cj and summed over j ,  this becomes 

Now assume that 

m R I: c11/ti = :E ciqiklfk· 
i=l j,k 

I: Cjqjk = TCk. 
j 

(6-37) 

(6-38) 

(6-39) 
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This constitutes a set of m linear equations in the m unknowns ck that has 
a nonzero solution for the Ck provided the constant r satisfies the char­
acteristic equation 

(6-40) 

The determinant is formed from the array of numbers qik with r sub­
tracted from each diagonal term. Expansion of this determinant leads 
to an mth-order equation for r which has m roots. With each root rk 
there is associated a solution c<7> for the c's. Defining 

- """ < k>. t. Uk = L..., Cj yj, (6-41) i 
and substituting into the above equations yields 

(6-42) 

The m functions given by Eq. (6-41) are linearly independent. The eigen­
values rk are not necessarily all equal. The above procedure may then be 
applied to every degenerate or nondegenerate eigenvalue of Q, giving 
the result 

(6-43) 

Therefore, the functions uk constitute a complete set of simultaneous eigen­
functions of R and Q. A complete orthonormal set of functions can be 
obtained from the uk by using the Schmidt orthogonalization procedure. 

In the development thus far, it has been assumed for simplicity that the 
functions with which we were dealing (the eigenfunctions as well as the 
wave functions expanded in terms of these eigenfunctions) were all nor­
malizable. It was also assumed that the eigenvalues assumed only dis­
crete values. These assumptions are actually not independent, but go hand 
in hand. This can be illustrated by a simple example. 

Consider sound waves bouncing back and forth inside a cavity resonator. 
The natural frequencies of oscillation of such a cavity form a discrete set. 
The volume of the cavity is finite, so an integration of the square of the 
amplitude over the interior of the cavity leads to a finite number. On 
the other hand, if the cavity is imagined to expand without limit, the 
discrete series of natural frequencies for the cavity becomes a continuous 
distribution of frequencies. At the same time, the integration of the 
square of the wave amplitude over the interior of the cavity becomes 
infinite (if the wave amplitude is not everywhere zero) . Consequently, 
for this case the normalization of the eigenfunctions and the discreteness 
of the eigenvalues are related, one following from the other. A closer in­
vestigation shows that this is also true for the general quantum-mechanical 
case. 
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As a generalization of the above development, the case of a continuous 

distribution of eigenvalues will now be considered. Actually, an operator 
may have a range of values over which the eigenvalues are continuous and 
a separate range over which the eigenvalues form a discrete set. The case 
of a continuous distribution of eigenvalues has already been seen in two 
examples : the operators associated with the measurement of the position 
of a particle and with the measurement of the momentum of a particle 
had eigenvalues which took on a continuous range of values. The resulting 
eigenfunctions, it will be recalled, were unnormalizable. These cases, 
particularly the case of the momentum eigenfunctions, form a convenient 
example which can be used as a guide m the discussion of the general case. 

The various theorems which have been proved for the discrete case in 
this section can all be taken over for the case of a continuous distribution 
of eigenvalues, with only slight modifications. For example, the eigen­
value equation can be written as 

Ql/lq = qt/!q. (6-44) 

Here the eigenvalue q, which takes on a continuous distribution of values, 
is also used as a subscript to designate the eigenfunction with which it is 
associated. The theorem of the orthogonality of eigenfunctions corre­
sponding to different eigenvalues takes the form 

J t/;q't/;q dr = 0, q � q' . (6-45) 

For q' equal to q, the integral is divergent, inasmuch as the wave function 
is known to be unnormalizable. This suggests that by using a limiting 
process similar to that used in connection with the discussion of the delta 
function, we can define the orthogonality integral 

J t/;q't/;q dr = o(q - q') . (6-46) 

Here the integral has meaning only by virtue of a limiting process similar 
to that discussed in Chapter 4. 

In a similar manner, the expansion hypothesis for the case of a con­
tinuous distribution of eigenvalues can be written as 

t/; = J u(q)t/;q dq. (6-47) 

If, as sometimes happens, there is both a continuous and a discrete range 
of eigenvalues for the operator Q, the expansion hypothesis is written as 

t/1 = L: Uqt/;q + J u(q)t/;q dq, (6-48) 
q 
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where the summation is over the discrete range of the eigenvalues and 
the integration is over the continuous range of the eigenvalues. If it is 
assumed that the wave function '1/1 can be and is normalized to unity, 

f l'l/1 1 2 dr = L: luq l 2 + J lu(q) l 2 dq = 1 . 
q 

(6-49) 

This equation will be illustrated with an example for which there is only 
a continuous range of eigenvalues. Assume that the operator Q corre­
sponds to the momentum in the x-direction of the particle. To avoid 
difficulties connected with degeneracy, ignore the other two coordinates, 
y and z. In this particular case, an arbitrary wave function, which will 
be assumed to be normalized, can be expanded in an integral as in Eq. 
(6-47) .  We introduce the normalized momentum eigenfunctions which 
are normalized in the sense of Eq. (6-46) : 

1/lp(x) = (2�) 1 1 2 exp (i � x) · (6-50) 

It is easily shown that Eq. (6-46) is satisfied by these functions. Sub­
stituting these functions into Eq. (6-47) gives 

.,Y(x) = ��«> u(p).,Yp(x) dp. (6-51) 

The inverse transformation can then be written as 

u(p) = ��«> up(x).,Y(x) dx. (6-52) 

If the absolute square of Eq. (6-51) is integrated over all x, one obtains 

(6-53) 

From the earlier discussion, the square of the absolute value of u is pro­
portional to the probability per unit momentum of finding a particular 
value of the momentum if a momentum measurement is made at the time 
in question. Reference to Eq. (6-53) shows clearly that the function u(p) 
is in fact correctly normalized to give the probability per unit momentum 
directly. 

The relations of the form of Eq. (6-46) and the corresponding relation 
for eigenfunctions associated with discrete eigenvalues are analogous to 
a relation known as the closure relation. To obtain this relation, consider 
the expansion of an arbitrary wave function in terms of eigenfunctions of 
some particular operation, as in Eq. (6-48) : 

.,Y(r) = L: Uq'l/lq + J u(q).,Yq dq. (6-54) 
q 
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Use of the orthonormal property of these eigenfunctions gives 

J 1/lql/1 dr = Uq or u(q) . (6-55) 

If this is substituted into Eq. (6-54) and the order of integration and sum­
mation is interchanged, we obtain 

1/l(r) = :E [/ 1/lql/1 dr'] 1/lq(r) + J[J 1/lql/1 dr'] 1/lq dq q 
= J[Z: 1/lq(r')l/lq(r) + J 1/lq(r')l/lq(r) dq J .Y(r') dr'. 

q 
(6-56) 

From the form of this equation, it is clear that the term in brackets under 
the integral is simply a delta function : 

L: 1/lq(r')l/lq(r) + J 1/lq(r')l/lq(r) dq = �(r - r') . 
q 

(6-57) 

This is the closure relation. Note that if only a continuous range of eigen­
values of Q is considered, this expression is similar to Eq. (6-46) , with 
the role of the variable of integration changed-it being in one case a 
subscript and in the other the argument of the function. 

PosTULATE 5. If a system is described by a wave function 1/1, the 
expectation value of any observable q with corresponding operator Q is 
given by 

(q) = J �1/1 dr. (6-58) 

The reasonableness of this postulate was shown in the previous chapters, 
in particular, Chapter 5 .  To see its significance more clearly, we expand 
the wave function in the eigenfunctions of Q in accordance with the 
expansion postulate : 

1/1 = L: c,,P;, 
i 

(6-59) 

It is assumed that the wave function 1/1 is normalizable and is normalized 
to unity. As has been seen, the eigenfunctions given in Eq. (6-59) are 
orthogonal to each other, or at least may be chosen so as to be orthogonal ; 
assume that this has been done. Further assume that each of the eigen­
functions is normalizable and has been normalized to unity. The ortho­
normal character of the functions 1/1; may be expressed, as previously, by 

{6-60) 
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Since 1/t is normalized, by using Eq. (6-59) one can write 

f H dr = I: c;ck f 1/11-1/tk dr = I: c;ck ajk = 1, 
j,k j ,k 

(6-61) 

In a similar manner, Eq. (6-59) can be substituted into Eq. (6-58) to give 

(q) = I: qj,Cj, 2· j 
(6-62) 

From these relations, it is evident that lci l 2  can be, and reasonably is, 
interpreted as the probability of finding the system in the state designated 
by the subscript j. Consequently, in a measurement in which q is de­
termined, the probability that the result qi will be obtained is given by 

(6-63) 

If the result qi is a degenerate eigenvalue, the probability of obtaining 
this result is found by summing Eq. (6-63) over all subscriptsj correspond­
ing to this particular eigenvalue. Use of the orthonormal property of the 
eigenfunctions Yti and Eq. (6-59) makes it easy to obtain an explicit ex­
pression for the probability in the form 

Cj = J 1/131/1 dr, 

pi = lcil 2 = I J VtJ-1/t dr j 2 .  (6-64) 

PosTULATE 6. The development in time of the wave function 1/t, given 
its form at an initial time and assuming the system is left undisturbed, 
is determined by the Schrodinger equation 

(6-65) 

where the Hamiltonian operator H is formed from the corresponding 
classical Hamiltonian function by substituting for the classical observables 
their corresponding operators. 

PosTULATE 7. The operators of quantum theory are such that their 
commutators are proportional to the corresponding classical Poisson 
brackets according to the prescription 

[Q, R] == (QR - RQ) � ih {q, r } , (6-66) 

where { q, r } is the classical Poisson bracket for the observables q and r.  
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The variables, if any, in the Poisson bracket are to be replaced by oper­
ators. 

Two observations should be made in connection with this postulate. 
The coordinates and momenta must be expressed in cartesian coordinates. 
Also, in certain cases, ambiguities can arise in the order of noncommuting 
factors. These can often be resolved by remembering that the operator 
must be Hermitian. Because of these limitations and ambiguities, this 
"postulate " must be regarded more as a helpful guide than as a basic 
postulate of quantum mechanics. When Q and R are functions of r and 
P such that Eq. (6-66) yields an ambiguous result, the commutator can 
be directly evaluated from the basic commutator [P, r] . See Eq. (8-10) 
for an example of the algebraic technique employed. 

An example of an ambiguous operator is offered by a consideration of 
the Hamiltonian of Eq. (5-52) for a charged particle in an electromag­
netic field : 

H = [P - (q/c)A]2 + qc/J. 2m 
Expanded, this becomes 

p2 q q2 H = - - - P · A + -- A 2 + qc/J. 2m me 2mc2 

(6-67) 

(6-68) 

The second term could equally well have been written as - (q/mc)A · P ;  
this ambiguity i s  resolved by writing Eq. (6-68) as 

p2 q q2 . H = 2m - 2mc (P . A + A . P) + 2mc2 A 2 + qc/J, (6-69) 

where it is observed that the operator H is Hermitian, unlike that of 
Eq. (6-68) . Postulate 7 may seem strange. However, note by direct 
substitution that Postulate 7 is correct for the six components of r and P 
taken in any combination, and for any positive integral power of a com­
ponent of r and a component of P, and vice versa. In Chapter 8, when 
the time rate of change of the expectation values is considered, it will 
be found that this postulate represents an important bridge between 
classical and quantum mechanics. The physical significance of this 
postulate will be made clear then. 

6-2 Algebraic methods. As discussed earlier, the operators encountered 
in the quantum-mechanical formalism can be manipulated by using the 
rules of an associative, but noncommutative, algebra. This suggests that 
operator algebra may play an important role in the development of 
the quantum formalism, and it is the purpose of this section to investigate 
this role more fully. Actually, these algebraic ideas are fundamental to 
the formalism. To illustrate, consider once again the linear harmonic 
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oscillator. The determination of possible energy states by techniques 
which are almost wholly algebraic will now be demonstrated. 

The Hamiltonian operator for the linear harmonic oscillator is expressed 
by 

(6-70) 
Once again the motion in the y- and z-directions will be ignored. The 
energy eigenvalue equation is 

(6-71)  
The Schrodinger time-dependent equation is 

(6-72) 
with the general solution 

""' ( iE, ) t/1 = £..J c,u, exp - T t · 
n 

(6-73) 
The problem under consideration is that of finding the possible eigen­
values of Eq. (6-71)  and the corresponding eigenfunctions. Proceed by 
factoring the operator H into two factors ; first define two non-Hermitian 
operators : 

R± "" � P, ± i � x. (6-74) 
These operators are the Hermitian adjoints of each other ; that is, for 
any reasonably behaved functions u and v, they satisfy the equation 

(6-75) 
Multiplying the two operators of Eq. (6-74) together in different orders, 
we obtain 

(6-76) 
where the commutation relation obtained from Eqs. (5-59) and (6-66) , 

[P :�:, x] = -iii, (6-77) 
has been used. From Eq. (6-76), we obtain the commutation relations 

(6-78) 
and 

(6-79) 
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It is obvious on physical grounds that any reasonable theory of the 
simple harmonic oscillator should give energy values for the oscillator 
which are positive, inasmuch as the energy equals the sum of positive 
factors times the squares of the momentum and position. It is interesting 
to note that this result is also obtained from very elementary considera­
tions of the operator algebra. Consider the second term on the right side 
of Eq. (6-70) : x is a Hermitian operator and can have only real eigen­
values. Consequently, the square of x can have only positive real eigen­
values. In the same way, the square of P z can have only positive real 
eigenvalues. Consequently, the expectation value of both the kinetic and 
potential energies and therefore of the Hamiltonian can be only positive. 
If the expectation value of the Hamiltonian can be only positive, the 
energy of the simple harmonic oscillator can be only positive (or possibly 
zero) . This implies that there can be no negative energy states for the 
simple harmonic oscillator. 

Since the harmonic oscillator has only positive energy states, possibly 
including zero, it is clear that there must be a lower bound on the energy 
of the simple harmonic oscillator. Assume that E0 represents the lowest 
energy which the harmonic oscillator can have, and that the corresponding 
wave function is given by u0 ; these quantities satisfy the eigenvalue 
equation 

Huo = Eouo. (6-80) 

It is not known for the moment whether the wave function u0 is unique ; 
that is, it has not yet been determined whether the energy level of E 0 is 
degenerate. Operating on the left r.�.1ember of Eq. (6-80) with the operator R- gives 

(6-81) 

Making use of the commutation relation Eq. (6-79) , we obtain 
H(R_uo) = (Eo - hw) (R_uo) . (6-82) 

Note that this is in the form of the eig�nvalue equation (6-71) ,  with a 
new eigenvalue E0 - hw, and for which the new eigenfunction is R_u0• 
On the other hand, the assumption that E0 is the lowest eigenvalue in­
dicates that this can be only a trivial solution to the eigenvalue equation, 
namely, that the wave function must vanish everywhere. Consequently, 

R_uo = 0. (6-83) 

If this is operated on by R+, we obtain, by using Eq. (6-76), the relations 
(H - !hw)uo = 0. (6-84) 
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The latter is in the form of an eigenvalue equation, giving the lowest 
energy eigenvalue E0 : Eo =  !liw. (6-85) 

In a similar manner, if Eq. (6-80) is operated on by � ' and the commuta­
tion relation Eq. (6-79) is used, one obtains 

(6-86) 

This procedure can be iterated by operating again and again with R+, 
which yields H(R+.uo) = (Eo + nliw) (R+uo) . (6-87) 

This is an eigenvalue equation giving a set of eigenvalues and eigenfunc­
tions of the operator H defined by 

En = (n + !)liw, (6-88) 

where Cn is chosen so as to normalize the eigenfunction Un. The operators R+ and R_ are called ladder operators, in that they convert an eigen­
function of the Hamiltonian operator to another eigenfunction correspond­
ing to higher or lower eigenvalues, respectively ; they generate a whole 
sequence of eigenvalues. If Eq. (6-83) is written out explicitly, one ob­
tains 

(a� + ! x) uo = 0. 

This is a simple differential equation having the solution 

( k )1 / 4 ( kx2) uo = 1iliw exp - 21iw 
. 

(6-89) 

(6-90) 

The constant factor has been chosen so as to normalize u0• It should be 
noted that this solution is unique. Consequently, there is a unique eigen­
function corresponding to the eigenvalue of Eq. (6-85) , and this eigen­
value is nondegenerate. In a similar manner, all the eigenvalues given 
by Eq. (6-88) are nondegenerate, and the corresponding eigenfunctions 
are generated uniquely by R+· If this were not so, one could, by successive 
applications of R_, generate an eigenfunction associated with E0 which 
would be independent of u0. This would contradict the above result that u0 is unique. Also, the set of eigenvalues given by Eq. (6-88) is the totality 
of eigenvalues, for if there were any other eigenvalue not a member of 
this set, successive applications of the ladder operator R_ to the corre­
sponding eigenfunction would lead to a lower bound to the set of eigen­
values which would differ from that of Eq. (6-85) ,  which has been shown 
to be unique. 
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Note that inasmuch 'as the operator R+ is an odd operator that changes 
its sign upon a reflection of x through the origin, and that inasmuch as the 
function given by Eq. (6-90) is an even function, the functions of 
Eq. (6-88) are all either even or odd, depending on whether n is even or 
odd. Since in Eq. (6-88) the constant en has been chosen to normalize 
the wave functions to unity, ��«� lttn l 2 dx = 1 .  (6-91) 

By means of Eqs. (6-75) , (6-76), and (6-88), a purely algebraic technique 
can be used to evaluate these coefficients, as follows : 

Therefore, 

f lu..l 2 dx = 1 

c0 = 1, 

1_2_1 2 !«� 
tln-1 R_R+ttn-1  dx Cn-1 -«� = n� 1_2_1 2 . Cn- 1 (6-92) 

(6-93) 

One can also make use of the techniques of operator algebra to evaluate 
certain expectation values for the linear harmonic oscillator. For example, 
to calculate the expectation value of the kinetic energy of the oscillator, 
we make use of the operator 

!(R� + R�) + !H = 2� P;. (6-94) 

When the wave function is un, the expectation value of this operator can 
be written as �� P;> n = f Un[!(R� + R�) + !H]ttn dx. (6-95) 

This integral is of a type \Vhich occurs frequently ; it is therefore useful to 
adopt a simpler notation. Such an integral will be written in the short­
hand fashion 

(u, v) = ��«� uv dx. (6-96) 

This particular definition is easily generalized to an integral over the total 
space under consideration, which may be one-dimensional, three-dimen-
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sional, or even n-dimensional. If we make use of this notation, the expec­
tation value of the kinetic energy of the linear harmonic oscillator for a 
state designated by the quantum number n can be written as 

{6-97) 

The first term on the right can be evaluated as 

( Un, � R�Un) = � c::
2 

(un, Un+2) = 0. {6-98) 

This expression is zero because of the orthogonality of the wave functions 
Un. In similar fashion, the second term can also be shown to be equal to 
zero ; consequently Eq. (6-97) reduces to 

(6-99) 

Thus the average value of the kinetic energy of the linear harmonic 
oscillator is equal to one-half the total energy of the oscillator when it is 
in a state of definite energy. This corresponds to the result in classical 
mechanics that the average kinetic energy of the linear harmonic oscillator 
(in this case a time average) is equal to one-half the total energy. Equation 
(6-99) was calculated only for a system that is in some definite energy 
state. It is desirable to calculate the expectation value of the kinetic 
energy when the oscillator is in a state which is not a state of definite 
energy, that is, when it is in a superposition energy state. In this case, the 
expectation value is written as 

(6-100) 

where 
1/1 = L an exp [ -i(n + i)wt]Un. (6-101) 

n 
These equations give 

�� p!> = L, anan' exp [i(n - n')wt] ( Un, 2� P:Un·) · 
n,n 

(6-102) 

If the average over all time is taken, the oscillatory functions all vanish 
for n � n', giving as the time average of the expectation value of the 
kinetic energy operator 

�� p!> = � lan l 2 ( Un, 2� P:un) · 
n 

(6-103) 
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By making use of Eq. (6-99), this can be written as 

�� P�> = 4 L: lan i 2(Un, Httn) n 
= i(H). {6-104) 

This result is again identical to the classical result that the time average 
of the kinetic energy is equal to one-half the total energy of the oscillator. 

In similar fashion, the expectation value of the momentum of a linear 
harmonic oscillator for a state of definite energy can be evaluated when 
use is made of the relation 

{6-105) 

This leads to 
(6-106) 

for the expectation value. 
It must be emphasized that the techniques involved in this section for 

calculation of wave functions and average values for a linear harmonic 
oscillator have been essentially algebraic in character, involving the 
algebra of operators. The only differential equation that it was necessary 
to solve was Eq. {6-89), which was very simple. All other functions were 
derived from the solution of this equation by ladder-operator techniques, 
and the evaluation of the expectation values was also carried out alge­
braically. This indicates the importance of algebraic techniques in quan­
tum mechanics. Unfortuna.tely, however, there are very few problems 
which can be solved in such a neat, purely algebraic way. 

6-3 Many-particle systems. Up to now, the quantum-mechanical 
development has dealt only with a system consisting of one particle moving 
in a field of force of some particular type. It is now necessary to extend 
this development to systems of more than one particle. The extension is 
straightforward. For example, for two particles of masses m1 and m2, 
one can write a Hamiltonian operator in the form 

{6-107) 

The momentum operator P 1 involves derivatives with respect to the 
cartesian coordinates of particle 1 ,  and the operator P2 involves deriva­
tives with respect to the cartesian coordinates of particle 2.  The Hamil­
tonian operator clearly has a form that one would expect for the total 
energy of a system of particles, namely, the sum of (a) the kinetic energies 
of the two particles, (b) the interaction energies V of the individual 
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particles with an external potential, and (c) the interaction energy V 1 2 between the two particles. The operator H, since it involves coordinates 
r1 and r2 of the two particles, must clearly operate on a wave function 
which is a function of the coordinates of the two particles as well as of the 
time. Hence the wave function has the form 

(6-108) 
Note that this function can hardly be interpreted as a physical wave 
moving in ordinary three-dimensional space. It has the form of a wave 
moving in a six-dimensional space. Since this is the analogue of the wave 
function for a one-particle system, it is clear that the physical wavelike 
properties which a single-particle wave function exhibits are properties 
which are to be ascribed to one-particle systems only. In other words, 
1/1 is a physical wave only to the extent that it can be associated with 
the motion of single particles. On the other hand, the wave function 
given by Eq. (6-108) is as useful for computational purposes as the func­
tion defined earlier for a single-particle system. The wave function, there­
fore, is not to be interpreted as a physical wave running through space, 
but rather as a function useful in the calculations of the probabilities 
needed for evaluating expectation values. The natural extension of the 
one-particle theory requires that the Schrodinger equation be of the form 

H.Y = ih a.y .  at {6-109) 
The normalization condition encountered earlier now takes the form 

{6-110) 
In a similar manner, the condition that two functions be orthogonal takes 
the form 

{6-111) 
The justification for extending the one-particle formalism to two parti­

cles in the manner outlined rests upon the results of the theory. For example, if the rate of change of the average-position coordinate of the 
wave packet corresponding to one of the particles is computed as 

(6-112) 
it is easily seen, and will be shown explicitly in Chapter 8, that by making 
use of Eq. (6-109) and the usual commutation rules, the resulting equation 
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of motion for the center of mass of the wave packet agrees with what one 
would expect from classical theory, at least insofar as this coordinate is 
concerned. It can be shown in similar fashion that all expectation values 
obey equations of motion identical to those of the corresponding classical 
quantities. 

If a system containing two particles is such that they do not interact 
with each other, then the interaction term V1 2(r11 r2) of Eq. (6-107) is 
absent, and the Hamiltonian can be written as 

(6-1 13) 

Here H1 and H2 refer to the Hamiltonians for the two particles taken 
separately. It should be noted that H1 and H2 commute with each other : 

(6-1 14) 

This indicates that wave functions may be chosen to be simultaneously 
eigenfunctions of the two operators, leading to the result that energy 
eigenfunctions can be written in the form 

(6-1 15) 

From this, the eigenvalue equations are 

(6-1 16) 

It may be noted from the form of Eq. (6-115) that the expectation value 
of any quantity involving particle 1 is independent of the state of particle 
2, and vice versa : the two particles are completely independent. For this 
type of system, one has the choice of considering the system as a two­
particle system or as two separate one-particle systems; the same results 
are obtained from either consideration. 

The two-particle formalism developed above is easily extended to any 
number of particles, leading to the Schrodinger equation 

H.P = if£ CJVt , at 
(6-1 17) 

where the Hamiltonian operator for an N -particle system is given by 

N 1 2 H = L 2. Pi + V(r1 ,  r2, • • •  , TN) . 
i- 1 m, 

(6-1 18) 

The wave function is in general a function in a 3N-dimensional space and 
a function of time, as indicated by 

(6-1 19) 
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6-4 Summary. This chapter has been concerned largely with purely 
formal questions in order to continue the development of the mathematical 
tools necessary for the further development of quantum mechanic�. Per­
haps the most interesting physical result which can be drawn from the 
formal development is that for any · of the Hermitian operators Q that are 
associated with a particular physical quantity, the eigenfunctions corre­
spond to states for which the corresponding physical quantity has a 
precisely defined value. Any arbitrary function which is a physically 
meaningful wave function can be expanded in terms of the eigenfunctions 
of this particular operator, the expansion being particularly easy because 
the eigenfunctions are all orthogonal to one another. 

The physical meaning of such an expansion for an arbitrary wave func­
tion in terms of the eigenfunctions of Q is that when the system is not 
in a. state corresponding to some definite well-defined value of the par­
ticular physical quantity q, it is in a superposition state of this particular 
variable in which each eigenfunction in the expansion corresponds to a 
definite possible state resulting from a measurement of q. The probability 
of obtaining a given result is proportional to the square of the amplitude 
of the corresponding wave in the superposition. Superposition states there­
fore correspond to the states of the system for which a given observable 
is not precisely defined or "sharp. " 

The importance of algebraic methods in quantum mechanics was il­
lustrated by treating the case of the linear simple harmonic oscillator. 
Ladder operators were introduced, and the power of the technique involv­
ing their use was shown. Finally, a brief discussion was given of the exten­
sion of the · quantum-mechanical formalism to systems containing many 
particles. 
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PROBLEMS 

6-1 . A bead of mass m slides without friction on a straight wire of length a 
between two rigid walls. (a) What are the energy levels of this system? (b) Show 
explicitly that the wave functions corresponding to different energies are or­
thogonal. (c) Calculate the ratio of the probabilities that various energy states 
are occupied if a measurement indicates that the bead is exactly at the middle 
of the wire. 

A later measurement shows that the bead is not on the right half of the wire. 
(d) ·What is the lowest mean energy {H) compatible with this measurement? 
(e) What is the corresponding wave function? (f) For the system in this state 
of lowest mean energy, what is the probability of finding the system in its 
lowest energy state? 

6-2. (a) Discuss the physical significance of the eigenvalue equation in 
the quantum-mechanical formalism. (b) What is the significance of the oper­
ator? (c) of the eigenvalue? (d) of the eigenfunction? (e) What is the role of 
the Schrodinger equation in the formalism ? (f) What is the significance of an 
expectation value ? 

6-3. Show that the general solution to Schrodinger's equation can be written as 

"'(x, t) = :L; [J u,.(x')"'(x', 0) dx'] u,.(x) exp ( -iw,.t), " 
where Un(x) is one of an orthonormal set of energy eigenfunctions, and Wn 
En/li. 6-4. Normalized energy eigenfunctions for the one-dimensional simple har­
monic oscillator can be obtained from Eqs. (�88) , (6-90), and (6-93) . The 
general solution to the Schrodinger equation for the oscillator is 

) � ( iEnt) 
"'(x, t == LJ anun(x) exp - T · " 

(a) Calculate for this general wave function the expectation value {x), expressing 
the result as a function of the a,. and the time. (b) What is {x) for the special 
case ao == 1/v'2, at == l/v'2, a,. = 0 for n > 1 ?  

6-5. A particle of mass m is confined to move between two infinite plane 
parallel walls a distance D apart. (a) What is its energy when it is in its lowest 
energy state? (b) One of the walls is suddenly moved a distance D away from 
its former position, making the wall separation 2D. Assume that the wall 
motion occurs so suddenly that the particle wave function does not have a, 
chance to change during the motion. What is the probability that the particle 
retains its original energy? (c) What is the probability that the particle has 
lost some energy? (d) Has the expectation value of the kinetic energy of the 
particle changed? (e) Interpret these results in terms of a physical model. 

6-6. (a) Write a Hermitian operator for the product of the momentum and 
displacement of a one-dimensional simple harmonic oscillator. (b) Show that 
the expectation value (average value) of this quantity is zero for any stationary 
state ef the oscillator. 
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6-7. (a) Show that the ladder operator R+ of Eq. (6-74) can be written in 
the form 

R+ = uo1 � uo, 

where uo is the energy eigenfunction corresponding to the ground state of the 
simple harmonic oscillator. (b) In similar terms, what are R_ and R+?  

6-8. Show that the relation 

R-uo(x + a) = i� auo(x + a) 

holds for the lowest energy state of the simple harmonic oscillator. The operator 
R- is given by Eq. (6-74) . 

6-9. A system consists of two particles of masses M 1 and Jf 2, moving in 
an unbounded region of constant potential. Their interaction can be described 
by means of a potential that is a function only of the distance between the 
particles. (a) Write the Hamiltonian for the system in terms of r1 and r2, the 
position vectors of the two particles. (b) Introduce new coordinates : R, the 
position vector of the center of mass of the system, and r, the position of particle 
2 relative to particle 1 .  Show that the Schrodinger equation can be separated in 
these new coordinates. (c) Solve the equation for the motion of the center of 
mass. (d) What is the physical interpretation of these eigenfunctions? 

6-10. Show that regardless of the wave function at t = 0, the probability 
density for a simple harmonic oscillator has a periodic motion, with the period 
equal to the classical oscillation period. 



CHAPTER 7 

MEASUREMENT 

7-1 The meaning of measurement. The role of measurement in physics 
is that of obtaining information about a system in order to describe its 
present condition, and also to enable predictions to be made about the 
future of the system. In classical mechanics, if at a particular time one 
knows the position and velocity of all the particles making up the system 
under consideration and furthermore knows the . form of the interaction 
between the particles, it is possible to describe completely the future 
behavior of the system. So also in quantum mechanics, we expect a 
measurement to tell something about the condition of the system so as 
to permit predictions of the future system behavior. In the case of large­
scale systems for which classical mechanics constitutes a valid descrip­
tion, a measurement can, in principle, be made sufficiently sensitive so 
that the interaction of the measuring equipment with the system being 
measured is negligible : one observes the system without sensibly disturbing 
it. On the other hand, for small-scale systems, it is usually impossible, 
in principle, at least insofar as our present knowledge extends, to make 
measurements which do not at the same time disturb the system in a 
generally unpredictable way. It would seem reasonable to expect that 
a measurement on a system should be such as to tell something !tbout 
the present and future state of the system, but not necessarily anything 
about the past. If we remember that a system is disturbed by a measure­
ment, we can infer the state of a system prior to a certain measurement 
from the state after the measurement only when the effect of the measure­
ment is completely describable from the result of the measurement. 
However, the disturbance to a system which results from a measurement 
is generally not predictable. 

This point will be clarified with an example : if the momentum of a 
particle is measured, the result of the measurement does not necessarily 
allow an inference to be drawn concerning the momentum prior to the 
measurement. On the other hand, if the interaction is to be called a 
measurement, it should say something about the system after the measure­
ment. An immediate repetition of the momentum measurement should 
give the same value. 

The formalism developed earlier satisfies these general conditions. Con­
sider a system described by a wave function which is a superposition of 
eigenfunctions of the operator Q:  

Qt/t; = q;t/t;. (7-1) 

1 15 
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For such a system, the observable q is undefined, or uncertain ; a measure­
ment of q can yield any of the values q; for which lc;l 2 � 0. If now a 
measurement of q is made, the measurement will yield a specific one of 
the possible q's, say q.. If we assume that this eigenvalue is nondegenerate, 
it is clear that after the measurement the wave function must be '1/1., or 
differ from it by at most a multiplicative constant. It is readily seen, 
therefore, that the measurement has indeed disturbed the state of the 
system in a significant way, changing the wave function from '1/1 to 'f/1 • •  
However, the measurement is in principle immediately repeatable, with 
the yertain result that q. will again be obtained, for now in the expansion 
of Eq. (7-1) all c;'s are zero, except that jc.l = I .  The condition that 
the measurement be repeated immediately is usually necessary because 
in general Q does not commute with the Hamiltonian and hence '1/1 will 
deviate from '1/1. as time goes on. 

It has been seen earlier that although two different measurements are 
in general incompatible, certain measurements are compatible ; that is, 
they can be made simultaneously with each other. Compatibility clearly 
results when the wave function is simultaneously an eigenfunction of two 
operators. As shown earlier, this occurs only when the two operators 
commute. 

7-2 Photon polarization. It is difficult to discuss the physical problems 
associated with the notion of measurement in quantum mechanics in 
relation to the types of measurements described earlier. This is because 
of the large number of possible results which such measurements can 
give. For this reason, a simpler type of measurement will be used to dis­
cuss the types of physical questions which can arise in connection with 
the measurement of a physical quantity. Consider a photon and prob­
lems related to the measurement of its polarization. In particular, consider 
two kinds of polarization measurements which can be made on a photon. 
A photon's "plane polarization" can be measured to determine whether 
it is plane-polarized vertically or horizontally. This type of measurement 
will be called a measurement of Q;· the device used to make this measure­
ment is illustrated schematically in Fig. 7-1 . 

In this figure, imagine the box as containing a double-refracting crystal, 
such as calcite. The photon enters the box from the left and leaves the 
box in either of two possible light paths, designated as q1 and q2, which 
refer respectively to vertical or horizontal plane polarization. In a similar 
way, it is possible to determine whether the photon is circularly polarized 
clockwise or counterclockwise. The device used to make this measurement, 
which will be designated P, is represented in Fig. 7-2. This can likewise 
be thought of as a box containing a crystal and, in addition, two quarter­
wave plates placed before and after the crystal and so oriented that 
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l I' ql 
Q 

7 ,;! • q2 
FIG. 7-1 . Schematic representation of an apparatus that measures whether 

a photon is plane polarized vertically or horizontally. The path taken by the 
photon leaving the apparatus Q depends on its plane-polarization state. 

3---..Pl 
p ---9-l--�a�P2 

FIG. 7-2. Schematic representation of an apparatus that measures whether 
a photon is circularly polarized clockwise or counterclockwise. The path taken 
by the photon leaving the apparatus P depends on its circular-polarization state. 

photons leaving in the upper path are circularly polarized as shown and 
photons leaving in the lower path are circularly polarized in the opposite 

, sense as shown. These two paths are designated p1 and p2, respectively. 
Note that the measurements Q and P resemble in certain ways the 

measurements of momentum and position of a particle. These two meas­
urements are incompatible, and are in a sense complementary measure­
ments. It would be very strange indeed_ if one could say that a photon 
was plane-polarized in the vertical direction and simultaneously circularly 
polarized to the right. However, one does not in the same way consider 
as strange the possibility that an electron is simultaneously in a state of 
definite momentum and definite position. The difference in apparent 
"strangeness" can be attributed to a carry-over of classical concepts based 
on everyday · observations. 

The measurements of types Q and P satisfy the requirement of being 
repeatable. As illustrated in Fig. 7-3, if a photon entering the device Q 
leaves in channel q1,  and is then allowed to pass through another measur­
ing device of this same type, it will again leave in channel q1 • A similar 
result would be obtained in the case of the measurement P. 

That a measurement of this type constitutes not only a determination 
of the polarization of the particle but also an interaction with the particle 
in such a way as to affect the polarization can be seen by referring to 
Fig. 7-4. In this figure, a photon enters from the left. It may be in a 
state of definite polarization or not, but the polarization is determined by 
the measurement as being q1 (the photon leaves the box Q in this channel) .  
In this case, the measurement of Q is  followed by a determination of P. 
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FIG. 7-3. Schematic representation of a repeated measurement Q of the plane­
polarization state of a photon. 

FIG. 7-4. Schematic representation of a measurement P of the circular­
polarization state of a photon after a measurement Q has been made of its plane­
polarization state. 

It is found after making a large number of measurements of this type 
on similar photons that one cannot predict from which of the two chan­
nels of P the photon will emerge. The photon is equally likely to appear 
in channel p1 or in p2• The photon, of course, is never found simultaneously 
in both channels : one either finds a whole photon or no photon in p1 , and 
if it is not in p1 , it is certainly found in p2• In other words, the polariza­
tion P is completely unpredictable if a prior measurement of Q has been 
made. This is quite similar to the problem of the measurement of the 
momentum of an electron after a measurement of its position has been 
made. 

Now, having determined the polarization P for a particular photon to 
be p2, the polarization measurement Q is made again. This time, we find 
that the photon is equally likely to be discovered in either channel q 1 or q2. In other words, the measurement of the polarization P that was 
made as an intermediate step destroyed completely any information that we had about the polarization Q. This also is analogous to the case of 
momentum and position of a particle. A particle's position can be de­
termined accurately, but if its momentum is then measured, a subsequent 
measurement of its position is not likely to give the same result as the 
first position measurement. 

The equipment represented in Figs. 7-1 and 7-2 has been described in 
terms of devices which measure the polarization of a photon. Strictly 
speaking, this is not quite accurate. There is another element required 
in order to determine the polarization of a photon. To illustrate what 
this is, consider Fig. 7-5. The apparatus illustrated here contains another 
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FIG. 7-5. Schematic representation of the effect of apparatus P followed by 
an inverse apparatus p-l when the apparatuses P and p-l are inserted between 
two measurements Q of the plane-polarization state of a photon. 

element not previously encountered ; call this element p-l. This particular 
element might be thought of as just another box like P but operated in 
the inverse direction and having a property that P taken in combination 
with p-I does not affect the polarization of the light at all. It is obvious 
to anyone with experience in optical matters how the polarization box P 
can be combined with another similar box to make a device which does 
not affect the polarization of the light. Consequently, this combination 
of P and p-l is such that it merely transmits the light, independently of 
its polarization. In Fig. 7-5 the first box Q can be thought of as measur­
ing the polarization to be in q1 1  while the two boxes following, P and p-I,  merely transmit the photon to the second box Q with the same 
polarization, so that the result q1 is obtained again. Stating it another 
way, although in Fig. 7-4 the polarization measurement P completely 
destroyed the previous polarization Q, making it impossible to predict 
the result of the outcome of a subsequent measurement Q, in Fig. 7-5 
the disturbance of the polarization which was effected by the box P is 
seen to be revocable : if the box P is combined with another box of the 
right type, the combination can be such as to leave the polarization Q 
unaffected. However, it should be noted that in this particular case, the 
first box P in Fig. 7-5 did not really measure the polarization of the 
photon : no determination was made of the channel {p 1 or p2) which the 
photon followed in leaving the box P. It is impossible to predict in which 
of the two possible paths the photon leaves the box P. In fact, it can 
be shown that if the photon is determined by some interaction with a 
photon counter to be, for example, in path p1 1  the photon is so disturbed 
by this interaction that it is no longer true that the final measurement Q 
is certain to lead to the result q1 : the final measurement Q leads in this 
case to the results q1 and q2 with equal probability. 

From this series of experiments, it is seen that more is involved in 
the measurement of the polarization illustrated in Fig. 7-1 than simply 
the splitting of the light beam into two paths q1 and q2• For a given 
photon, a determination must be made of the path of the photon before 
a measurement can be said to have been made. If this determination iS" 
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FIG. 7-6. The annihilation of a positron-electron pair in a state of zero angu­
lar momentum into two oppositely directed and oppositely polarized gamma 
rays (high-energy photons) . 

omitted, then the resulting disturbance to the polarization may be un­
done. Consequently, one must say that the polarization measurement 
Q is made only if there is a detector in each of the two paths q1 and q2 
to indicate the polarization Q of the photon. 

A number of paradoxical features are connected with the examples 
given above. Still another paradox connected with measurement will 
now be considered, which is in many ways the most difficult of all to 
reconcile with our usual picture of the physical world. Consider the 
two photons resulting from the annihilation of an electron and a positron, 
as shown in Fig. 7-6. In this particular example, the electron and the posi­
tron are assumed to be annihilated in a state for which the total angular 
momentum of the system is zero. Consequently, when the two photons 
leave the point of annihilation traveling in opposite directions, they must 
carry away zero total angular momentum : there can be no net angular 
momentum about an axis in the direction of progagation of the two 
photons. A photon in a state of circular polarization carries angular mo­
mentum. Consequently, if one of the photons is circularly polarized to 
the left, the other must be circularly polarized to the right in order that 
the total angular momentum about this axis be zero. We can then say 
that a circular-polarization measurement made on one of the photons 
enables us to predict the result of a subsequent circular-polarization 
measurement made on the other photon. On the other hand, it is known 
from both theory and experiment that if one of the photons is determined 
to be plane-polarized, say in a vertical direction, then the other photon 
is plane-polarized in a horizontal direction. This is rather remarkable, 
in that a plane-polarization measurement made on one photon enables 
us to predict that the other photon is plane-polarized and, further, to 
determine the direction of its polarization. On the other hand, a measure­
ment of the circular polarizatiop. of the first photon enables us to predict 
that the other photon is circularly polarized and what the direction . of 
its circular polarization is. 

As the polarization measurement on the first photon is made long after 
the photons were created, it is very difficult to see how this measurement 
can be thought of as affecting the polarization of the other photon. The 
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other obvious alternative is, however, equally disturbing :  to assume that 
the photon is both circularly and plane-polarized simultaneously does 
violence with our usual notions of polarization. It is clear that a situa­
tion is encountered here which is inexplicable in terms of a classical model. 
With any classical model, a description of the system is complete when 
the polarizations of the photons are each separately described. It is found 
instead that the photons are correlated in their behavior. If one photon 
is "forced" into a state of circular polarization, the other must follow. 
The two photons constitute a single dynamical system. Any information 
obtained about the system is information about both photons. Any inter­
action on a single photon is' an interaction on the system and affects the 
state of the whole system. The above paradox is very similar to one first 
discussed by Einstein, Podolsky, and Rosen*, but the paradoxical be­
havior is made to take a particularly acute form in the above example. 

7-3 Summary. A brief discussion has been given of the measurement 
process, from which it has been seen that any measurement on a physical 
system has a dual function. First and foremost, a measurement disturbs 
the system and throws it into a state such that an immediate repetition 
of the measurement results in no additional disturbance to the system. 
Second, a measurement gives information to the observer about the 
resulting state of the system. This information is in the form of a number 
which represents the. value of the quantity measured but which also char­
acterizes the state. The measurement of the polarization of a photon 
was used as an example to clarify the physical concepts, and it was seen 
that an irreversible interaction between measuring apparatus and system 
must occur before a true measurement is made. The polarization of the 
two photons resulting from positron annihilation was discussed as a final 
example of the paradoxical behavior that can arise in certain measurements. 

* A. Einstein, B. Podolsky, and N. Rosen, "Can Quantum-Mechanical 
Description of Physical Reality Be Considered Complete ?" Phys. Rev. 47, 777 
(1935) . 



CHAPTER 8 

THE CORRESPONDENCE PRINCIPLE 

8-1 The relation of quantum mechanics to classical mechanics. In 
classical mechanics, the position and momentum of a particle are de­
termined exactly and the equations of motion determine the future values 
of the position and momentum as functions of the time. In quantum 
mechanics, it has been seen that it is impossible with any known physical 
measurement to determine simultaneously both the position and mo­
mentum of a particle with arbitrary accuracy. This raises an important 
point concerning the relationship between classical and quantum 
mechanics. The wide range of physical phenomena with which classical 
theory is able to cope indicates that to be a valid physical theory, quantum 
mechanics must somehow lead to the same predictions as classical me­
chanics for large-scale "classical " systems. This required correspondence 
of quantum with classical mechanics in the realm of large objects is so 
important, in fact, that it has been given a name : the correspondence 
principle.*  

A clue to  the necessary state of a particle for it  to  be  "classical" is given 
by an examination . of the postulates of Chapter 6 ;  in particular, Postu­
late 7. Such an examination shows that an aspect of quantum theory 
of the utmost importance is that there are incompatible measurements, 
expressed by the noncommutativity of the operators associated with cer­
tain physical observables. Postulate 7 shows that a quantitative measure 
of this difference is given by the constant A. As seen earlier, this is very 
small (1 .054 X 10-27 erg-sec). A system can be considered "classical, " 
therefore, when the parameters describing it and having the same dimen­
sion of action are on a scale large compared with A. It is usually only on 
the submicroscopic level that quantum theory is really required. Ex­
ceptions will be noted. 

8-2 The transition from quantum mechanics to classical mechanics. 
The above discussion has indicated under what conditions one might ex­
pect classical ideas to hold and when one would expect to need quantum 
concepts. It was not shown, however, how quantum theory with its 
strange discontinuities and paradoxical aspects can be applied to macro-

* N. Bohr, "The Quantum Postulate and the Recent Development of Atomic 
Theory, " Nature 121,  580 {1928) . 
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scopic physics to yield a description equivalent to that of classical me­
chanics. How this merging of concepts can occur will be considered in 
this section. 

It has been seen that it is impossible to determine simultaneously both 
the position and momentum of a particle with arbitrary accuracy. How­
ever, both can be determined simultaneously with limited accuracy. The 
quantum formulation of just how limited the accuracy must be is discussed 
later in this chapter. If the position and momentum of a particle are de­
termined with limited accuracy, the resulting wave function is in the 
form of a wave packet in which the particle is localized to some extent 
in a certain region. The momentum of the particle is likewise localized 
within a certain range in momentum space. For quantum mechanics to 
yield results which are valid in a classical limit, it is necessary for the 
motion of such a wave packet to be describable in terms of classical 
equations of motion. 

To see how this comes about, one must choose quantities which are 
analogous to the classically determined position and momentum of the 
particle. As seen earlier, the expectation values of the position and mo­
mentum of the particle associated with the wave packet are a reasonable 
choice. The position-expectation. value is in fact the centroid of the wave 
packet. Consequently the position, momentum, angular momentum, etc., 
of the wave packet will be defined to be the corresponding expectation 
values. 

Making use of Postulate 5 of Chapter 6 for the mean value of the 
position coordinate x of the particle, one obtains for the rate of change 
for this variable the expression 

(8-1) 

This can be taken as representing the velocity of the wave packet. 
It is necessary to be careful about the meaning of an equation such as 

Eq. (8-1 ) .  The expectation value (x) represents an ensemble average of 
the results of a single measurement of x on each member of the ensemble. 
The derivative, Eq. (8-1) ,  is the time rate of change of this average. This 
is physically not the same thing as (pz/m), which is the ensemble average 
of the results of momehtum measurements (divided by the particle mass) . 
It is also not the same as the ensemble average of veloCity measurements. 
In nonrelativistic quantum mechanics, operators for velocity measure­
ments do not occur. To measure the velocity of a particle exactly, its 
position must be determined and another exact position measurement 
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made at a later time. The first position measurement makes the mo­
mentum indeterminate, making a velocity determination based on two 
successive position measurements meaningless. 

The expectation value (dQ/dt) is zero unless the operator Q is an 
explicit function of time. Therefore, usually, d <dQ\ dt {Q) � Ttl " (8-2) 

In Eq. (8-1),  it is assumed that the operator x is not an explicit function 
of t. 

Substituting the Schrooinger equation 

H"' = iA 01/t at 

and its complex conjugate into Eq. (8-1) yields 

d i 
dt (x) = h ([H, x] ). 

(8-3) 

(s.-4) 
The right side of this equation is i/A times the expectation value of the 
commutator of H and x. 

To put this in a more suitable form for comparison with classical equa­
tions, a few commutators must be computed. The commutator of the 
operators corresponding to the x-component of the momentum and the 
position coordinates is 

[P s, x] = -iA. (8-5) 
This can be seen from Eq. (5-59) and Postulate 7 of Chapter 6. Also, 

[Ps, y] = 0. (8-6) 
From Eq. (8-5), 

(8-7) 
and 

(8-8) 

The sum of the last two equations is 

2 2 2 • ' 
Psx - xPs = [Ps, x] = -2�APs. (8-9) 

This is easily generalized to 

[P;, x] = -niAP;-1• (8-10) 
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This result can also be obtained directly by evaluating the Poisson bracket 
and using Postulate 7, Chapter 6. For a system whose Hamiltonian is 
given by 

H = 2� P2 + V(r) , (8-11) 

by making use of Eqs. (8-4), (8-6), and (8-9) , one easily obtains an 
equation giving the velocity of the wave packet in terms of its momentum: 

d 1 
dt (x) = m (p:z:). (8-12) 

In similar fashion, we can obtain the rate of change of the momentum 
of the wave packet in terms of the average force acting on the wave 
packet: 

!! (p )  = - (aV\ .  
dt :x; ox! (8-13) 

This is the quantum-mechanical equivalent of Newton's second law of 
motion, relating the rate of change of the momentum of the wave packet 
to the average force acting on a particle associated with the wave packet. 

The arguments leading to Eqs. (8-12) and (8-13) are easily generalized 
to give the rate of change with respect to time of the mean value of any 
physical quantity associated with particles in the wave packet. Let the 
operator Q correspond to a general physical observable. The expression 
for the time rate of change of the expectation value of Q for the particles 
in the wave packet is given by 

d i <aQ) dt (Q) = ii ([H, Q]) + at . (8-14) 

This expression, of course, has a very close relationship to the classical 
expression for the dynamical equations using Poisson brackets. A com­
parison of the above equation with Eq. (5-55) shows an exact corre­
spondence if the classical observable is replaced by the quantum expecta­
tion value and if the Poisson bracket of Eq. (5-55) is replaced with -i/h 
times the corresponding quantum commutator bracket.

· 
This is in con­

formity with Postulate 7 of Chapter 6. It is an illustration of the close 
formal connection between the classical and quantum formulations of 
mechanics mentioned in Chapter 6 in connection with this postulate.  
In fact, the requirements of  the correspondence principle must be met if a 
valid theory is to be produced. 

As a trivial example of the application of Eq. (8-14), it may be noted 
that the rate of change of the expectation value of the energy of particles 
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in the wave packet is equal to zero for conservative forces for which 
aHjat = o: 

d 
dt (H) = 0. (8-15) 

This is the form which the conservation of energy takes in the classical 
limit in which quantum mechanics is applied to a wave packet represent­
ing a classically described particle. 

A more physical picture of the way in which a quantum wave packet 
can behave like a classical particle can be obtained by considering the 
one-dimensional simple harmonic oscillator. It was seen in the earlier 
discussion of the one-dimensional oscillator that the quantum description 
of the motion of the particle can be very different from that obtained in 
classical mechanics. (See Chapter 3.) For a state of definite energy, the 
probability of finding a particle at a given point is independent of the 
time. Classically, however, the particle of the simple harmonic oscil­
lator oscillates in such a way that the probability that a particle will 
be in a small volume element at a particular point is quite different 
from one instant to another. In fact, it is either zero or unity. In the 
same manner, classically, the momentum of a simple harmonic oscillator 
is continually changing in time. The description of the momentum ac­
cording to the quantum-mechanical formalism is such that for a state of 
definite energy there is a distribution in momenta corresponding to the 

FIG. 8-1 . The wave functions uo and u1 for the two lowest energy states of 
the simple harmonic oscillator. 
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various plane waves in which the wave function of the oscillator can be 
expanded. Each plane wave corresponds to a definite state of momentum, 
the stationary character of the state implying that the probability that a 
certain momentum will be obtained is constant. The question then 
arises, how can the classical formalism be said to be equivalent to, or a 
special case of, the quantum-mechanical formalism? 

The connection between the classical and quantum descriptions ap­
pears, as has been seen, if one considers the motion of a wave packet. 
For the case of the simple harmonic oscillator, consider a solution to the 
Schrodinger equation which is not a state of definite energy but is a 
superposition of several energy states. The simplest of all examples to 
consider is the superposition of only two energy states, which we shall 
take as the state of lowest energy and the first excited-energy st�te. These 
wave functions are plotted in Fig. 8-1 . The space dependencies of the 
wave functions are multiplied by their proper time dependencies and 
combined to give the wave function for the superposition energy state in 
question : 

� = � [ exp ( -i �0 t) u0 + exp ( -i �1 t) u1 J · (8-16) 

The absolute square of this wave function is plotted in Fig. 8-2 for several 
different times. 

It can be seen from the figure that this wave function has very much 
the form of a particle oscillating with simple harmonic motion. Note 
particularly that the frequency of oscillation is just the simple harmonic 

FIG. 8-2. The superposition wave function (Eq. 8-16), composed of equal­
amplitude components of the two functions of Fig. 8-1 .  The wave function is 
shown for four times, corresponding to equal increments in the relative phases. 
Note that a strong resemblance to the classical oscillatory behavior of a simple 
harmonic oscillator is evidenced in even this simple superposition state. The 
classical limits of the motion are indicated by vertical lines, assuming an energy 
E = (H) = ftw. 
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oscillator frequency observed in the case of the corresponding classical 
oscillation. It therefore appears reasonable that if we were to superpose 
a large number of energy states, we could more and more closely repre­
sent a gaussian wave packet which would oscillate in very much the 
same way that a classical particle moves. From this poi:r:t of view, the 
classical description of the motion of a particle is one for which both 
the position and momentum of the particle are specified to a certain accuracy, but not to arbitrary accuracy. The state of the system is de­
scribed by a wave packet whose position more or less accurately specifies 
the position of the particle and follows classical laws. It is important 
that the energy not be completely specified, for if the system is in a state 
of definite energy the wave function cannot describe an oscillatory motion. 

The COJ;"respondence between the classical and quantum-mechanical 
descriptions of the simple harmonic oscillator can be seen from yet an­
other point of view. Consider classically the case in which the energy of 
the oscillator is definite but in which there is no knowledge of the position 
or momentum of the particle. This means that the classical description 
is incomplete, for the initial conditions on position and (direction of) 
momentum are unknown. One can still ask questions about the classically 
expected behavior of the oscillator, however, and in particular about the 
"probability density" for finding the particle at any point of its classical 
path. In classical theory, the probability of finding a particle at a partic­
ular point in its path is inversely proportional to its velocity at that point, 
becoming infinite at the turning points of the motion, where the velocity 
is zero. 

The classical probability density for the oscillator is given by 
1 dx P(x) dx = i- [(2E/k) - x2) 1/2 ' (8-17) 

where E is the energy of the oscillation, and k is the spring constant. 
This distribution is shown plotted in Figs. 8-3 and 8-4 along with the 
corresponding quantum probability densities for two cases, low (n = 2) and higher (n = 10) quantum numbers. The horizontal scales have been 
adjusted to give equal classical limits of excursion for the particle. Al­
though the probability distribution for the case n = 2 is very different 
from the classical case, for n = 10 the distribution looks, apart from the 
quantum oscillatory aspect, very much like the classical case. It should be remembered that the higher quantum number case, n = 10, still 
corresponds to an almost infinitesimal motion, for if the classical fre­
quency is one cycle per second, the energy is only about 7 X 10-26 erg. 
For truly macroscopic motions, the spacing of the quantum nodes of the 
probability distribution becomes too small to be detected in a practical 
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FIG. 8-3. The classical and quantum-mechanical probability distributions 
for a low-energy (E = iliwo) simple harmonic oscillator. 

FIG. 8-4. The classical and quantum-mechanical probability distribution for 
a somewhat more energetic (E = ¥-!i.wo) simple harmonic oscillator than that 
shown in Fig. 8-3. 

position measurement, and only the average distribution over a small 
region of x is of significance. For macroscopic motions, however, such an 
average is indistinguishable from the classical distribution. 

8-3 The correspondence principle and the uncertainty relation. It has 
been seen that a basic difference between classical and quantum mechanics 
is that in quantum theory complementary observables cannot be simul­
taneously measured to arbitrary accuracy. The discussion of Chapter 2 
showed that the product of the uncertainties in the measurements of a 
pair of such variables is of the order of Planck's constant, a small number 
by macroscopic standards. The previous rather qualitative considerations 
will now be expressed in more quantitative terms. 

The "uncertainty" in the position of a particle must be given some 
exact meaning : the square of the uncertainty of a particular quantity 
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will be defined to be the mean square deviation from the mean. The 
deviation from the mean is given by 

AX = X - (x). (8-18) 

Consequently, the expectation value of the square of the deviation, or 
the mean square deviation, is given by 

(8-19) 

With a similar definition for the square of the uncertainty in the mo­
mentum, the product II of the squares of the uncertainties is given by 

(8-20) 

In the following development, use is made of the well-known Schwartz 
inequalifY. This can be written as 

(8-21) 

When the Schwartz inequality is applied to the product of the two un­
certainties of Eq. (8-20) , we obtain 

(8-22) 

The operator appearing in the integral on the right of this equation can 
be expressed in the form 

Ax APx = ![Ax, APx] + !(Ax APs + APx Ax) 
ih = 2 + !(Ax APx + APx Ax) . 

Consequently, the right side of Eq. (8-22) can be written as 

,2 j (Ax Apx) l 2  = 4 + t(Ax APx + Apx Ax)2• 

(8-23) 

(8-24) 

This follows because the two terms on the right of Eq. (8-23) have ex­
pectation values which are purely imaginary and real, respectively. 
(The second term is a Hermitian operator with real eigenvalues, and con­
sequently has an expectation value which is real. )  

The second term on the right of Eq. (8-24) must be positive and, as 
shown below, may be zero, leading to the inequality 

(8-25) 
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This represents an exact statement of the uncertainty principle, namely, 
that the product of the mean square deviation of a coordinate x and the 
mean square deviation of the conjugate momentum is greater than or 
equal to (h/2) 2• 

8-4 The minimum-uncertainty wave function. It is interesting to 
determine the conditions for which the inequality in Eq. (8-25) becomes 
an equality. There are two conditions that must be simultaneously im­
posed : first, that the Schwartz inequality of Eq. (8-22) be an equality, 
and second, that the second term on the right of Eq. (8-24) vanish. 
The condition that the Schwartz inequality become an equality is given by 

J = ag, (8-26) 

with a being any complex number. As applied to Eq. (8-22), this con­
dition becomes 

(8-27) 

The condition that the second term on the right side of Eq. (8-24) vanish 
can be written as J {l(!lx !lP :e + llP :e !lx)t/1 dx = 0. (8-28) 

Combining these leads to 

(8-29) 

Because the integral in this last expression must be positive-definite 
(greater than zero) , a must be purely imaginary. With this condition, 

FIG. 8-5. A schematic representation of the one-dimensional nurumum­
uncertainty wave packet. The real part of the wave function has been plotted. 
The envelope of the wave packet is gaussian. 
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Eq. (8-27) can be integrated to give the normalized result 
[ 1 ]1 ' 2 [ (x - (x)) 2 i(p�)x] 1/t(x) = 27r(L\x2) exp - 4(L\x2) + -,- . 

[CHAP. 8 

(8-30) 

The wave function for which a minimum exists in the product of the 
uncertainty of position and momentum is a gaussian wave packet. That 
is, the envelope of the wave packet, the function which multiplies a purely 
periodic plane wave, is the gaussian function. This is illustrated sche­
matically in Fig. 8-5. 

8-5 The uncertainty principle and the simple harmonic oscillator. The 
above results will now be applied to the case of the one-dimensional sim­
ple harmonic oscillator and in particular to its ground state. It has been 
seen that the lowest energy state of the linear harmonic oscillator has an 
energy of l�iw. In view of the uncertainty principle, this nonzero lowest 
energy is a result which should be expected. If the simple harmonic 
oscillator were to have an energy of zero, its potential and kinetic energies 
would have to be separately zero, since both of these energies are posi­
tive. But the case in which the potential energy is equal to zero would 
correspond to knowing definitely that the position of the particle is at the 
equilibrium point. This would correspond to knowing the position with 
arbitrary accuracy and would imply that the momentum is completely 
uncertain. But this complete uncertainty in the momentum would imply 
that the mean value of the kinetic energy would be infinite. On the other hand, for the kinetic energy to be zero, the potential energy would need 
to be infinite. Consequently, from just the uncertainty principle it is 
clear that the lowest energy of the simple harmonic oscillator must be 
nonzero. In fact, simply by using the uncertainty principle together 
with other reasonable arguments, one can calculate the ground-state 
energy of the oscillator. This will now be done. 

It was shown in Chapter 6 that for a simple harmonic oscillator the 
average value of the potential energy is equal to the average value of the 
kinetic energy. Writing this out explicitly, we have 

(.1 2) / 1 2) Eo 
2kx = \2m Pz = 2 · (8-31)  

On the other hand, the uncertainty principle ls 
(8-32) 

In the case of the simple harmonic oscillator, it is clear that the mean 
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FIG. 8-6. The wave function for the simple harmonic oscillator in its ground 
state. The classical limits of the motion are indicated by the broken vertical 
lines at ±xo. 

values for x and Pz are both zero, and consequently, 

(8-33) 

Combining these equations, we obtain 

(8-34) 

If we assume that for the lowest energy state this inequality is to be taken 
as an equality, we obtain the correct result for the ground-state energy of 
the simple harmonic oscillator: 

Eo =  iliw. (8-35) 

The wave function of the simple harmonic oscillator for its ground 
state is plotted in Fig. 8-6 as a function of position with two broken lines 
being placed at the coordinates -x0 and +x0, the classical limits of the 
motion. x0 is given by 

ikx� = iliw. (8-36) 

Classically, · a particle having the energy of the ground state would be 
able to oscillate between the limits +xo and -x0, but the particle could 
not move beyond these limits, inasmuch as its potential energy would 
exceed its total energy if it were to be found outside these limits. On 
the other hand, from the probability interpretation · of the wave func­
tion, it is clear that the probability density for the position of the particle 
is nonzero outside these limits in quantum-mechanical formalism. There 
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thus arises a question of how the law of conservation of energy can be 
maintained if it is possible to observe the particle in a region for which 
its potential energy exceeds its total energy. One possibility that im­
mediately comes to mind, the possibility of the existence of a negative 
kinetic energy, does not seem to be particularly feasible, as this would 
imply that the momentum of the particle could take on imaginary values. 

The paradox can be resolved by noting that a measurement made to 
determine whether the particle is in the classically excluded region entails 
an interaction with the particle which in general changes its energy. 
Mter making a measurement which localizes the particle in a classically 
excluded region, we find that the region is in general no longer an ex­
cluded region : the particle can now have energies sufficiently large to 
make this a classically allowed region. 

8-6 Summary. This chapter has considered the correspondence prin­
ciple and its connection with the commutation relations for the operators 
of the quantum-mechanical formalism. The expectation values associated 
with quantum-mechanical wave packets were seen to satisfy equations 
of motion identical to those satisfied by the corresponding classical 
quantities. It was found that the time derivative of the expectation· value 
of an operator is directly related to the commutation relation between 
this operator and the Hamiltonian of the particle. Consequently, the 
commutation relations are intimately connected with the classical equa­
tions of motion and are also a useful guide in selecting the correct operators. 

The motion of a wave packet in a simple harmonic oscillator was dis­
cussed as an example of what is meant by the "classical " description of 
a particle in quantum-mechanical formalism. A quantitative discus­
sion of the uncertainty relation was then given, with rigorous definitions 
being given to the position and momentum uncertainties. It was shown 
that a gaussian wave packet corresponds to the case of minimum un­
certainty. Finally, the uncertainty principle was used to obtain the 
energy of the ground state of the one-dimensional simple harmonic oscil­
lator. 
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PROBLEMS 
8-1 .  A one-dimensional simple harmonic oscillator is in a state for which 

a measurement of energy would yield either i�o or ��o, each with a proba­
bility of one-half. A measurement of the momentum of the particle at time 
t = 0 gives a mean value which is as large a positive value as can be obtained 
subject to the above energy condition. (a) Calculate the following mean values 
as functions of time : (H), (p2/2m), (ikx2), (p), and (x). (b) Compare these 
results with those obtained from classical mechanics for an oscillator with an 
energy i�o Note the effects of the zero-point energy i�o. 

8-2. Prove Ehrenfest's theorem for the case of a particle in an electroma'gnetic 
field; i.e., from 

show that 

1 
H = - D · D + e""' 

2m ""' 
e n = P - - A, c 

� (r) = (! n) , 
dt m 

d dt (n) = (Lorentz force). 

8-3. A particle of mass m is constrained to move along an infinite wire without 
friction. · Assume that a measurement on the system at t = 0 shows that the 
wave function is 

1/1 = A exp (-ax2) . 
(a) Compute (�x2)(�p�) as a function of time. (b) How does this depend on a? 

8-4. One interesting property of the simple harmonic oscillator is the existence 
of wave functions in the form of wave packets which oscillate without a change 
in shape. This appears to be a unique property of the harmonic oscillator. 
Show that the wave function having the initial form 

1/l(x, 0) = uo(x + a) , t = 0, 

is such a wave-packet solution. Here uo(x) is the ground-state energy eigenfunc­
tion of the oscillator. [Hint: (a) As a preliminary, show that 

where the operator exp (iPa/2A) is defined through the series expansion 

(iPa) iPa 1 (iPa)2 
exp - = 1 + - + - - + . . . 

2A 2A 2! 2h 
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(b) Make use of the result of Problem 6-7 and Eqs. (6-73) and (6-88) to show 
that 

1/t(z, I) = ui) 1 (O)uo (;�) exp ( -i;.,e)uil 1 (z) exp [ i ;: exp ( -ic.>l)] u�(z). 
(c) Compute this function explicitly, and show that it represents a wave packet 
which oscillates without a change of shape of the envelope function. Plot 
the function roughly for t = 0 and t = 1rj2w. Note that the particle wave 
number k oscillates periodically.] 

8-5. Use the wave function of Problem 8-4 to compute the expectation 
values of the observables H, P, x, P2 /2m, and lkx2• Compare these results with 
those of a classical oscillator having an amplitude a. 



CHAPTER 9 

ANGULAR MOMENTUM 

9-1 Orbital angular-momentum operators. In the preceding develop­
ment, angular momentum has not been discussed, nor has the form that 
the angular-momentum operators must take to give a formalism consistent 
with quantum theory as developed thus far. In classical mechanics, the 
z-component of the orbital angular momentum of a particle about an axis 
is related to the position and linear momentum of the particle by 

L. = xp" - YP�· (9-1) 

The other cartesian components of orbital angular momentum can be 
obtained from the expression by repeated application of the cyclic permu­
tation given by x -.  y, y -.  z, z -.  x. 

To find quantum-mechanical operators for angular momentum, use is 
made of the requirement that the correspondence principle must be satis­
fied. Thus any relation which appears in classical mechanics must be valid 
as a relation between expectation values. It should be remembered that 
one particular way in which the requirements of the correspondence 
principle are introduced into quantum mechanics is through the require­
ment that commutators be given by the classical Poisson brackets, from 
Postulate 7, Chapter 6. 

It is also evident that classical relations between the expectation values 
of operators will be obtained if the relations between the operators are 
the classical ones. Thus one possible set of expressions for angular­
momentum operators is obtained by taking the usual classical expressions 
in terms of position and momentum and replacing the classical quantities 
by the corresponding operators. As an example, the resulting expression 
for the z-component of orbital angular momentum is 

L = x (-iii �) - y (-iii �) = -iii (x !_ - y �) · (9-2) . � � � � 
This method of obtaining operators breaks down if, because of am­

biguity introduced by noncommuting factors, the resulting operator is 
not uniquely defined. The operator given by Eq. (9-2) has no noncom­
muting factors and is hence unambiguous. As a check on the correctness 
of Eq. (9-2), the commutation relations [obtained from Eqs. (9-2)] 

[L., x] = iliy, 

[L., y] = -iAx, 
[L., P �1 = iliP "' 
[L., P "] = -iliP z 

137 

(9-3) 
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can be compared with the corresponding classical equations using Poisson brackets. The above method of obtaining the angular-momentum oper­
ators is seen to be in harmony with Postulate 7 of Chapter 6. 

The commutation relations among the various components of the 
angular momentum can be obtained from Eq. (9-3) : 

[Lx, L11] = ifiLz, 

[Lx, Lz] = -ifiL11, 

[L11, Lx] = -ifiLz, 

,fLy, Lz] = ifiLx, 

[Lz, Lx] = ifiL11, 

(Lz, L11] = -ifiLx. 
(9-4) 

· Note that the operators for the three components of angular momentum 
do not commute with one another, and, from the results of Section 6-1 , 
they are not simultaneously measurable. 

Another physical quantity of considerable interest is the square of the 
magnitude of the angular momentum, or the sum of the squares of the 
three components of the angular momentum. The corresponding operator 
is defined through 

(9-5) 

From Eqs. (9-4) , L2 commutes with all three of the components of the 
angular momentum: 

(9-6) 

These relations can be written in vector notation as 
(9-7) 

Since the z-component of the angular momentum and the square of the 
angular momentum commute with each other, it is possible to choose 
eigenfunctions which are simultaneously eigenfunctions of both operators. 
We then have 

(9-8) 

(9-9) 

From Eq. (9-5) it is clear that the expectation values of L2 and L: satisfy 
the relation 

(9-10) 

From this it follows that 
(9-11 )  

It  is useful at this point to  define two operators which play a role similar 
to that of the ladder operators used in the problem of the simple harmonic 
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oscillator. They are 
(9-12) 

It is easily verified by direct multiplication, making use of the commu­
tator Eqs. (9-4), that 

(9-13) 

By making use of the other angular-momentum commutators, it can be 
shown that 

(9-14) 

This equation says that the operators L+ and L_ play the role of ladder 
operators with regard to the eigenvalue Eq. (9-9) : if we multiply the 
left side of Eq. (9-9) by L+ and use Eq. (9-14) , we obtain 

(9-15) 

This is a new eigenvalue equation with a new eigenvalue (b + li) and a 
new eigenfunction (L+�) .  Because L2 commutes with all three compo­
nents of L, it is evident that by multiplying Eq. (9-8) by L+, we obtain 

(9-16) 

Thus the operator L+ operating on an eigenfunction which is a simul­
taneous eigenfunction of Lz and L2 generates a new simultaneous eigen­
function of these two operators for which the eigenvalue of L2 is left 
unchanged but for which the eigenvalue of L. is increased by li. The 
eigenvalue b has an upper bound ; otherwise, the inequality of Eq. (9-1 1) 
would be violated. Therefore, if we assume that b is the largest eigenvalue 
compatible with Eq. (9-11) ,  then Eq. (9-15) can be satisfied only for the 
trivial case in which the eigenfunction vanishes everywhere : 

(9-17) 

If we multiply the left side of this equation by L_ and use Eq. (9-13), the result is 
(9-18) 

From this and Eqs. (9-8) and (9-9) , we obtain 
a = b(b + li) . (9-19) 

In a similar manner, if we multiply the left side of Eq. (9-9) by the 
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operator L_ and use Eq. (9-14), we obtain, after iterating n times, 

Lz(L��) = (b - nli) (L��) . (9-20) 

This is again in the form of an eigenvalue equation, which can be written 
as 

Lz�' = (b - nh)�', (9-21) 
with 

(9-22) 

Clearly, the square of this eigenvalue (b - nli) can be made to increase 
without limit by making n sufficiently large. Hence, there must be a 
largest value of n for which the inequality of Eq. (9-11) can be satisfied. 
Assume that n is this largest value. If this is the case, then the applica­
tion of the operator L_ to �' must give zero : 

(9-23) 

If we multiply the left side of this equation by L+ and use Eq. (9-13) , 
the result is 

L+L-� = (L2 - L! + hLz)�' 
= [a - (b - nli) 2 + (b - nli)h]�' = 0. (9-24) 

From this, a = (b - nli)2 - (b - nli)li. (9-25) 

If we combine this with Eq. (9-19) , a can be eliminated to give 

(9-26) 

which in turn can be factored to give 

2b(n + 1) = n(n + 1)/i. (9-27) 

Since n must be positive, this can be written as 
b = !nli = lli. (9-28) 

From this, l is positive and either an integer or a half-integer, depending 
on whether n is even or odd. It will be shown shortly* that for the orbital 
angular momentum which is being considered here, l takes on only integral 

* See also the footnote on p. 91.  
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values: l = 0, 1' 2, 3, . . .  (9-29) 
The significance of odd n-values will be discussed later. Substituting the 
value for b from Eq. (9-28) into Eq. (9-19), one obtains as the eigen­
value for the square of the aBgular momentum : 

a = lh(lh + h) = l(l + 1)h2• (9-30)
The above development can be summarized by writing Eqs. (9-8) and 

(9-30) , and (9-9) and (9-28), as 

(9-31) 
(9-32) 

Here the notation has been changed slightly to give the wave function 
two indices l and mz corresponding to the eigenvalues of L2 and Lz. l can 
take on positive integral values only, l = 0, 1 ,  2, . . .  , and mz can take 
on positive or negative integral values such that l � lmz l .  Equations 
(9-31) and (9-32) result directly from the commutation relations of the 
angular momentum, and hence follow from only the algebraic properties 
of the operators. 

Note that only one component of the angular momentum may be 
precisely specified at a time, for the operators for the components are 
noncommuting. The choice of L2 and L. as mutually commuting oper­
ators is hence arbitrary. That these wave functions single out a particular 
direction in space for special consideration means merely that a measure­
ment of this particular component is needed before the system can be 
known to be in one of these states. Lz or L11 could equally well have been 
used in place of Lz in Eq. (9-32) . 

Although a simultaneous knowledge of two components of the angular 
momentum is impossible, it is possible to say something about the other 
components. For example, for the particle in the angular-momentum 
state given by Eqs. (9-31) and (9-32) , the expectation values of Lz and 
L11 are 

(Lz) = (L11) = 0. (9-33) 
This is seen by writing 

(9-34) 
and computing (Lz). Also, 

(9-35) 
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Note that when the angular momentum is "parallel " to the z-axis (m = l) , 
the x- and y-components are still not zero. 

It is helpful to visualize the results of this section with the aid of a 
geometrical model. Consider the length of the angular-momentum vector L 
to be vl(l + 1)  h. The 2l + 1 allowed projections of this on the z-.axis 
are given by mzh, with mz = 0, ± 1 , ±2, • . . .  , ±l. Note that the pro­
jection on the z-axis never exceeds the length of the vector. The angular­
momentum vector thus may be visualized as lying on the surface of a 
cone having the z-axis for its axis and an altitude of mzh. All positions 
in the surface are assumed to be equally likely. This model clearly is in 
agreement with Eqs. (9-33) and (9-35) . 

9-2 Orbital angular-momentum wave functions. * Consider now the 
orbital angular-momentum wave functions which are simultaneously eigen­
functions of L2 and Lz. It is helpful to introduce spherical coordinates 
for the particle in the usual fashion : 

x = r sin () cos q,, 

y = r sin () sin q,, (9-36) 

z = r cos e. 
In terms of these spherical coordinates, the operator for the z-component 
of orbital angular momentum of a particle takes on the form 

L = -ih _!_ · z aq, (9-37) 

When the operator Lz in this form is substituted into Eq. (9-32) ,  the 
resulting partial differential equation is readily solved : 

1/lzm1 = exp (imztl>)f(r, 8) , (9-38) 

where m1 must take on integral values if the resulting function is to be 
single-valued. t Inasmuch as this assumption has been made (Postulate 1,  
Chapter 6), it is necessary that mz, and consequently l, take on integral 
values in the case of orbital angular momentum. This justifies the assump­
tion made earlier in connection with Eq. (9-29) . The ladder operators 

* Notation and techniques simila� to those used in this section are to be 
found in E. U. Condon and G. H. Shortley, Theory of Atomic Spectra, Cambridge 
University Press, Cambridge, 1 951,  Chapter 3. 

t See the footnote on p. 91 on this point. 
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defined in Eq. (9-12) become, in terms of spherical coordinates, 

L± = L2: ± iL11 = It exp (±it�J) ( ± :8 + i cot 8 a
a
t/J) · (9-39) 

In a similar manner, the operator for L2 is easily calculated from this 
expression for L±, from Eq. (9-37) for L,, and from Eq. (9-13), which 
relates L2 to L± and L,. The result is 

L2 2 [ 1 a ( . a) 1 a2 ] = -li. sin 8 a8 sm 8 a8 + sin2 8 atjJ2 · (9-40) 

By comparing this with the expression for the Laplacian operator in 
spherical coordinates, 

V2 = (; :r 1)2 
+ 1

1
2 [si! 8 :8 (sin 8 :8) + si:2 8 ::2] ' (9-41) 

it can be seen that the operator for the square of the angular momentum 
is essentially the angular part of the Laplacian operator. Consequently, 
the operator for kinetic energy in the case of three-dimensional motion, 
expressed in terms of the Laplacian, becomes 

(9-42) 

This expression has a simple interpretation in terms of classical mechanics. 
In classical mechanics, it is possible to express the kinetic energy of the 
particle as a sum of the kinetic energy associated with motion in a radial 
direction and the kinetic energy associated with motion at right angles 
to the radius vector. The kinetic energy of the angular part of the mo­
tion takes on the value of the second term of the right side of Eq. (9-42) ,  
whereas the kinetic energy associated with radial motion can be expressed 
in terms of a radial operator defined by 

P . 1 a r = -�li. - ;- r. T vT 
This is not the r-component of the particle momentum. 

(9-43) 

If mz takes on its maximum allowed value for a given l, namely mz = l, 
then the ladder operator L+ when applied to the corresponding eigenfunc­
tion must give zero: 

(L2: + iL11)t/lz z  = 0 = li. exp (i�) (:8 + i cot 8 0°4>) exp (ilt�J) 9u(8) . 

(9-44) 
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In this equation, since the angular-momentum operators are functions 
only of the angle variables, the dependence on r has been omitted. The 
form of the angular dependence is given by Eq. (9-38).  In general, the 
wave function contains some function of r as a factor, in addition to a 
term having this angular dependence. Equation (9-44) is readily reduced 
to the ordinary differential equation 

which has the solution 

dE> zz = l cot BE>zz dB ' 

Q ll = (- l) l /(2l + 1) ! _1_ . l 8 o "J 2 2ll ! sm . 

(9-45) 

(9-46) 

The numerical coefficient on the right of this equation has been chosen 
to normalize E>zz so that 

(9-47) 

If we substitute this function into the original expression for the wave 
function, we obtain a general form of the wave function when it is char­
acterized by a total angular-momentum quantum number l and a z­
component of angular momentum with a quantum number mz = l :  

t/tz z  = _ � exp (ilq,) E>u(B)f(r) . 
v 211"' 

(9-48) 

The form of the function of r is still undetermined and can be deter­
mined only by other considerations, since the angular momentum concerns 
only the angular variables. The coefficient in front of this equation is so 
chosen as to normalize the 4>-dependence of the wave function in accord­
ance with 

(9-49) 

The angular part of Eq. (9-48) is defined to be a spherical harmonic and 
is given the notation 

Yu(B, q,) = _ � exp (ilq,) 9u(8) . (9-50) 
v 211"' 

By making use of Eq. {9-22) , we can also write other spherical har­
monics which are simultaneous eigenfunctions of L2 and L.. For example, 
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if we apply the operator L_ once, we have 

cL_Yzz(O, cp) = Yz,z-t (0, cp) . (9-51) 

Here the constant c is included so that the spherical harmonic with 
indices l, l - 1 will be normalized as was the spherical harmonic with 
the indices l, l :  

!' Yu l 2 dU = (211" rr I y z z l 2 sin 0 dO dcp = 1. 14>=0 18=0 (9-52) 

By iterating this procedure, one can generate the spherical harmonic 
with indices l and m (here mz has been replaced by m) : 

(9-53} 

An iterative procedure can also be used to calculate the normalizing 
constants by making use of 

(9-54) 

and the normalizing relation 

(9-55} 

By remembering that L+ is the Hermitian adjoint of L_, one can obtain 

1�,2 ( Yz,m+h L+L_Yz,m+t) = 1 .  Cl,m+l (9-56) 

From Eq. (9-13) , this becomes 

l c 
Czm 1 2 ( Yz,m+l' [L2 - L! + AL,�] Yz,m+l) = 1. l,m+l (9-57) 

Here the operators operating on their eigenfunctions generate their eigen­
values; hence Eq. (9-57) reduces to 

1�� 2  (i - m) (l + m + l}A2 = 1 .  CZ,m+l (9-58) 

By defining the c's in Eq. (9-53) to be positive and real, one obtains 

L_ Yz,m+l = V(l - m) (l + m + I) A Yz,., (9-59) 
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from which, by iteration, � (l + m) ! 1 Z-m y lm = (2l) !(l - m) ! fi,Z-m L_ y ll · 

(CHAP. 9 

(9-60) 

This spherical harmonic can, of course, be written as a product of a 
function of q, and a function of 8 :  

Yzm = _ � exp (imq,) f>zm(8) . 
v 27r 

(9-61) 

The iterative operation which occurs in Eq.  (9-60) can be performed in 
a simple way by substituting a new variable for cos 8. The resulting gen­
eration of the function of 8 of Eq. (9-61) can be written as 

f) (8) = (- 1) z (2l + 1)(l + m) ! _1_ -. -1 - (-d-) l-m 
sin2 z 8. lm 2(l - m) ! 2ll ! smm 8 d cos 8 

In the case of the subscript m = 0, this equation becomes 

. f2f+l 1 ( d ) l 
( 2 l f>zo(G) = \J�-2--- 2ll ! d cos 8 cos 8 - 1) · 

Thus 9z0(8) is simply a Legendre polynomial : 

f2f+l 
f>zo(8) = "J� Pz (cos 8) . 

(9-62) 

(9-63) 

(9-64) 

Equation (9-63) for the generation of Legendre polynomials is known 
as Rodrigues' formula. 

The other spherical harmonics can be generated from those with m = 0 
by applying the operators L+ and L_. When this is done, the function 
of 8, Eq. (9-62) , can be expressed in terms of Legendre polynomials as 

m {(2l + 1 ) (l - m) ! . m ( d )m 
8zm = (- 1) "J- 2(l + m) ! sm 8 d cos 8 Pz (cos 8) , 

(2l + l){l - lml) ! . 1m 1  8 ( d ) lml p ( 8) 2(l + l ml ) ! sm 
d cos 8 z cos ' 

m > O  

m < 0. 

(9-65) 

The resulting functions, plotted in Fig. 9-1 for q, = 0, are known as 
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- -ffi- -
Yu 

-0- ·-02)-
Yoo 

--ffi--
Yl, -1 

FIG. 9-1. Polar plots of the spherical harmonics for l == 0, 1, 2 for all values 
of the index m, at t; == 0. Note that in this lgure the polar axis is horizontal. 
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associated Legendre functions. The spherical harmonics for small values 
of l and m are given below : 

1 Yoo = _ r;=. '  · v 47r 
Y1 1 = -� sin O exp (ic�J), 

Y1 o = ..J!. cos 0, 

Y 1 . - 1  = � sin 0 exp ( -ic�J) , 

Y 22 = � 3;: sin2 0 exp (2ic�J) , 

Y2 1 = -..J{! cos 0 sin 0 exp (ic�J), 

Y2o = � (3 cos2 0 - 1),  

Y 2 , - 1  = ..J{! cos 0 sin 0 exp ( -ic�J) , 

Y 2 .-2 = .Jl/:r sin2 0 exp ( -2ic�J) . 

(9-66) 

When a particle is in a state for which the orbital angular momentum 
is known and characterized by the quantum number l = 0, 1, 2, 3, . . .  , it is said to be respectively in an S-, P-, D-, F-, . . . state : l = 0 char­acterizes S-states, l = 1 characterizes P-states, l = 2, D-states, etc. The origin of this nomenclature is optical spectroscopy, where these letters (8 � sharp, P � principle, D � diffuse, F � fine) were used to char­acterize spectroscopic series by the appearance of spectroscopic lines. 

9-3 Angular momentum in general. Thus far, only orbital angular 
momentum has been dealt with explicitly. However, it was seen that the 
formalism based on commutation relations permitted either half-integral or integral values for l: the restriction to integral l-values resulted from 
an explicit form of the operator and the requirement of a single-valued 
wave function. The possible half-integral result followed directly from the commutation relations for the angular-momentum components ; if corresponding elements can be found in nature, this would suggest that 
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these commutators represent a more fundamental aspect of angular mo­
mentum than do Eq. (9-1) and the single-valuedness postulate for the 
wave functions. 

Experiment has confirmed that this is indeed the case and that there 
exist elements of reality corresponding to the previously excluded half­
integral l-values. These are related to the spin angular momentum of the 
particle. It is clear from the earlier developments that if this generaliza­
tion is to be admitted, new coordinates must also be admitted or the re­
quirement of single-valuedness cannot be met. The new coordinates 
represent internal degrees o( freedom of the particle. 

For spin angular momentum, it is found empirically that the quantum 
numbers may take on either integral or half-integral values. The relations 
obtained so far have all been derived, as noted above, from the com­
mutators. We therefore have the result that the simultaneous eigen­
functions of the square of the spin angular momentum, designated 82, 
and the z-component of the spin, designated 8z, are given by 

(9-67) 

where 8 and m. may take on either integral or half-integral values, de­
pending upon the nature of the spin of the particle under discussion. 
In the case of an atomic nucleus, the spin momentum is commonly desig­
nated by the symbol I, and the relations for nuclear angular momentum 
are written in the- form of Eq. (9-67) with the substitution of 12 and Iz 
for 82 and 8z, and I and mi for 8 and m •. 

9-4 Addition of angular momenta. In this section, the problem of the 
addition of two different kinds of angular momentum, the orbital angular 
momentum and spin angular momentum, of an electron will be considered. 
The relations which will be obtained, however, are valid for any two angu­
lar momenta. The total angular momentum of an electron can be written 
as a sum of the orbital and the spin angular momenta : 

J = L + S, (9-68) 

where J has the components 
(9-69) 

The commutation relations for J are the same as for the individual angular 
momenta L and S. Therefore J2 and Jz commute. The eigenvalues and 
simultaneous eigenfunctions of J2 and J z are 
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(9-70) 

where j � lmjl and is positive and integral or half-integral, depending on 
whether 8 is integral or half-integral. 

The square of the total angular momentum is given by 
(9-71) 

Inasmuch as the operators L and S operate on differe;nt variables, namely, 
position and spin variables, the vector operator L commutes with all 
three components of the operator S, and 

[L2, L · S] = 0. 

Also, since L2 commutes with 82, 

and 

(9-72) 

(9-73) 

(9-74) 

It is thus apparent that the three operators J2, L2, 82 mutually commute 
with one another. It is also clear from consideration of the form of the operator Jz that it commutes with L2 and 82• Consequently, the four operators J2, L2, 82, Jz all commute with one another, and the correspond­ing observables are all simultaneously measurable. For reasons indi­
cated above, S and L commute with each other, and the set of operators 
L2, Lz, 82, 8z is also a mutually commuting set. Therefore there are 
at least these two alternative sets of four angular-momentum operators which are mutually commuting. 

To consider the possible eigenvalues of J2 associated with the first set of four operators, it is convenient to consider first the second set, namely 
L2, Lz, 82, 8z. It is assumed for the moment that l an:d 8 are known and fixed. There is a total of (2l + 1) · (28 + 1) possible orientation states of mz and m, for fixed values of the quantum numbers l and 8. The largest 
value of the z-component of the total angular momentum, m;, occurs 
when both mz and m, take on their maximum value ; this largest value of mj is given by 

(9-75) 

This largest value of Jz = Lz + 8z implies that (j)max must also take on this value : 
(j)max = l + 8. (9-76) 
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For a fixed l and 8, this largest value of m; can occur in only one way : 
the eigenvalue m; = j is nondegenerate. The next lowest value of the 
z-component of the angular momentum occurs when m; is given by 

m; = l + 8 - 1 ,  (9-77) 

since it has been seen that the complete set of states can be generated by 
means of ladder operators that change the z-component of momentum 
by an integral amount. The state for m; = l + 8 - 1 can occur in two 
different ways : either by decreasing mz by one unit or decreasing m. by 
one unit. One state with this value of m; is associated with the quantum 
number j given by Eq. (9-76) , inasmuch as for this value of j all 2j + 1 
orientations of the spin are possible. The other value must therefore 
be associated with the value of j given by 

j = l + 8 - 1 . (9-78) 

It is evident that this state, j = m; = l + 8 - 1 ,  is also nondegenerate. 
This argument can be iterated to show that j can take on all values be­
tween the limits set by the inequality 

(l + 8) � j � ll - 81,  (9-79) 

and there are 2j + 1 nondegenerate states for each value of j. These 
2j + 1 states correspond to the 2j + 1 possible orientations of the 

_____ ....... - ----< l .......... , , I ' J I ' , �<l + �><l + 1> i I I I I I 

(a) 

I I I I I �(l + l)(l --: �) 
I I I 

(b) 

FIG. 9-2. Graphical representation of the addition of an orbital angular 
momentum L to a spin angular momentum S to give a total angular momentum 
J, for the case s = j-, l 7fl& 0. The two .cases of S (a) "parallel" to L and (b) "anti­
parallel" to L are shown. 
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angular momentum with respect to the axis of quantization (the z-axis) . 
If the numbers of all these states are added, since there are 2i + 1 possible states for each i, the total number of possible orientations of the 
resultant angular momentum vector has the value (2l + I) · (2s + 1 ) .  
This same value was previously found from consideration of the two 
angular-momentum vectors as being oriented independently of each other. 
For the case of spin one-half, the possible values of j are given by 

j = l + !, j = l - l; l � 0. (9-80) 

The addition of the angular momenta can be shown graphically as in Fig. 9-2 for the case of spin one-half. One can picture the spin angular 
momentum as being pointed either "parallel " or "anti parallel" to the 
orbital angular momentum, with the resulting total J taking on 2j + 1 orientations relative to some fixed direction in space. However, as in 
Fig. 9-2, because of the fluctuation effects related to the uncertainty 
principle which lead to a spin vector for spin one-half having a length greater than !h and to an orbital angular-momentum vector having a 
length greater than lh, the vectors add as shown. 

9-5 Class T operators. In considering problems connected with angular 
momentum, it is useful to define a class of operators that have certain 
commutation relations in common. This group of operators is here desig­nated as operators of "class T " ; they have the following commutators 
with any angular momentum operator such as J:  

(Jx, Tx] = 0, 

(Jx, T71] = ihTz, 
(Jx, Tz] = -ihT71, 

(9-81) 

(9-82) 

The vectors r, P, J, and any of their cross products fall into the class T. 
In fact, any vector which transforms under a proper coordinate rotation 
as r does falls in this class. As a special case of the commutation relation given by Eq. (9-82) ,  we have 

It is convenient to introduce the operator 
T+ = Tx + �T71, 

(9-83) 

(9-84) 
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which has the commutation relation with J z given by 

(9-85) 
It may be verified directly that it also satisfies the commutation relation 

(9-86) 
By comparison of Eq. (9-85) with the commutation relation Eq. (9-14) , 
it is seen that this operator is a ladder operator that has the effect of increasing the z-component of angular momentum whenever it is applied to a wave function. Furthermore, it may be verified by the use of Eq. 
(9-86) that whenever T + acts on a wave function for which m is equal 
to j, it not only increases the m-index by one unit but also increases the 
j-index by one unit : 

(9-87) 
To verify this, consider 

J2Y,;; = j(j + I )h2t/lii· (9-88) 
Multiply the left member of this equation by the operator T + and make 
use of the commutation relation Eq. (9-86) to rearrange terms : 

Inasmuch as 
(9-90) 

Eq. (9-89) can be reduced to 
J2(T +1/1;;) ::;::: (j + l)(j + 2)h2(T +t/1;;) .  (9-91) 

On the other hand, by making use of the ladder property given by the commutation relation Eq. (9-85) and multiplying the eigenvalue equation for J. by the operator T +' we find 
(9-92) 

From these latter two equations, it is seen that the effect of the operator T + acting on a wave function for which m; is equal to j is to increase both indices: 
(9-93) 

Also, by reference to Eq. (9-83), it is clear that operation with the square 
of the operator T has no effect on the two indices : the wave function is still an eigenfunction of J2 and Jz with the same eigenvalue.  
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As a trivial example of the usefulness of vectors of the class T, note 
that, except for normalization, the sphe.tical harmonics can be generated 
in the following way. The vector r is 6f the class T. Hence 

(x + iy) Yzz = f(r) Yl+I , l+l ·  (9-94) 
Consequently, 

Y zm(8, </>) = const · (Lz - iLy) l-m (x � iy) z · 1 . (9-95) 

Note that when the number 1 is considered to be a function of r it is a 
function with l = m = 0. 

9-6 Summary. This chapter has dealt with angular momentum, deriv­
ing the eigenvalues and (orbital) eigenfunctions of angular-momentum 
operators using primarily algebraic techniques. It was found that in 
quantum mechanics the concept of angular momentum is best defined 
in relation to certain commutation relations ; these were seen to be suf­
ficient to find the eigenvalues of both the square and individual compo-
nents of the angular momentum. It should be emphasized that the com­
mutation relations of Eqs. (9-4) are properties of angular momentum in 
general and that the results derived from these commutation relations 
hold for all types of angular momentum. Thus, Eqs. (9-4) through (9-28) , 
(9-30) through (9-35) , (9-59) , (9-60) , and (9-68) through (9-80) are applicable to angular momentum in general. (From symmetry, the eigen­
values of Jz and Jy must be the same as those of Jz, which have been com­
puted.) It was shown that the corresponding operators commute and that 
they can therefore be measured simultaneously. Only one component of 
angular momentum can be known exactly at one time, however. The rela­
tion of orbital angular-momentum wave functions to spherical harmonics 
was pointed out. The addition of two angular momenta was discussed, 
and a simple vector model given for such addition. Finally, a class of 
operators T was defined, and some formal properties of operators of this 
class were presented. 
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PROBLEMS 

9-1 . (a) What is the energy-eigenvalue equation for a rotator consisting of 
two equal point masses M held relatively rigidly a distance d apart by a massless 
rod? (b) What are the eigenvalues? (c) What are the eigenfunctions? (Neglect 
the effects of vibration involving a stretching of the rod.) 

9-2. Assume that a one-particle system has an orbital angular momentum 
with a z-component of mh and a square magnitude of l(l + 1)A2• (a) Show that 

(b) Show that 
2 2 2 

(L2) (L2,) = l(l + 1) A  - m h 
. z = 

2 

A measurement of a component making an angle 8 with the z-axis is made. 
(c) Calculate the mean value and mean square value for this measurement. 
(d) Assuming that l = 1, calculate the probabilities of obtaining m' = ± 1, 0 
for this component. (e) Having made this measurement, what is the probability 
of obtaining the result mh in a repetition of the measurement of L. ? [Hint: 
Introduce the operators L± = Lz ± iL,.] 

9-3. For a two-particle system, show that regardless of the type of force 
field acting on the particles, it is possible to measure simultaneously either of 
the following sets of four quantities but not both : 

9-4. The operator associated with a measurement of the product of the x­
and y-components of angular momentum of a particle is i(LzL, + L11Lz) . 
(a) Show that this operator is Hermitian. (b) For a state for which the z-com­
ponent of angular momentum has the value mli and the total angular momentum 
squared has the value l(l + 1) 1;,2, calculate the mean value of this operator. 
(c) Calculate the mean value of the square of this product. [Hint: Express the 
above product operator in terms of the L± operators.] 

9-5. The wave function of a particle of mass m moving in a potential well is, 
at a particular time, 

,P = (x + y + z) exp ( -aV x2 + y2 + z2 ) . 

Calculate the probability of obtaining for a measurement of L2 and L. the 
results 2A2 and 0 respectively. 

9-6. Two different observers are looking at the same atomic system, which 
they agree has an angular momentum j = 1 .  Each man assumes that the 
component of angular momentum in the direction of his axis of quantization is 
±A or 0. (a) Discuss the compatibility of these assumptions for various angles 
between the two axes of quantization. (b) In what sense are the men both 
correct and incorrect? (c) Under what circumstances are both men correct? 



CHAPTER 10 
CENTRAL FORCES 

lQ-1 Qualitative behavior with an attractive potential. This chapter 
considers problems in which the only forces acting upon a particle are 
central forces, that is, those for which the potential energy is a function 
only of the radial distance from the origin. In this case, the Hamiltonian 
operator can be written as 

H 1 2 = 2m p + V(r) . (lQ-1) 
Since r and P are class T operators, it is apparent from Eq. (9-82) that for 
central forces the angular-momentum operators Lz, L11, and L. all com­
mute with the Hamiltonian ; consequently, L2 also commutes with the 
Hamiltonian. Thus the three operators H, L2, and L. constitute a set of 
operators which commute, and it is possible to choose wave functions which are simultaneously eigenfunctions of these three operators : 

tfEZm = REzm(r) Yzm(8, cp) . (IQ-2) 
The angular dependence of this wave function is the proper and unique 
dependence we associate with eigenvalues of L2 and Lz, characterized by 
the quantum numbers l and m. Using Eq. (9-42) to express the kinetic­
energy operator in the Hamiltonian of Eq. (IQ-1), one obtains the energy­eigenvalue equation [ 1 2 L2 ] 2m Pr + 2mr2 + V(r) tfElm = Et/!Elm· (lQ-3) 
Inasmuch as tfElm is an eigenfunction of the operator L2, this becomes [ i 2 l(l + l)h2 ] 2m Pr + 2mr2 + V(r) REz = ERE Z· (lo-4) 
Note that REz does not depend on the quantum number m. This is an equation in the variable r only and can be put into formal correspondence 
with the problem of one-dimensional motion by making use pf the sub­stitution (lQ-5) 
With this substitution, one obtains 

[2� (-ih ;,)2 + l(l im�"'2 + V(r)] UEz  = EuEl· (lQ-6) 

156 
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This equation is identical in form to that of a one-dimensional problem 
(with motion in the r-direction) .  However, it has significance only for 
positive values of r, and by referring to Eq. (lQ-5) we see that the bound­ary condition to be satisfied by the function u at the point r = 0 is that u 
should vanish; otherwise, the radial function R would be divergent at 
the origin. The boundary condition that u should vanish for r = 0 is 
equivalent to the assumption that the potential energy should be infinite 
at the point r = 0 ;  thus the solution to Eq. (lo-6) can be put into an 
exact correspondence with the solution to a one-dimensional motion 
problem by taking the potential energy to jump to infinity at the origin but otherwise taking the form of the second and third terms in the bracket on the left of the equation. The form of the second and third terms in the 
bracket of Eq. (lD-6) is plotted separately in Fig. 1o-1 as a function of r, 
assuming a specific attractive form for V(r) . In Fig. 10-2, the sum of these 
two expressions is plotted. This can be considered as an effective potential for the one-dimensional motion, consisting of the real potential energy 
V(r) and a centrifugal-force potential energy l(l + l)h2/2mr2• The form 

FIG. lQ-2. The "effective 
potentials" for the potential 
well of Fig. lQ-1, including 
the centrifugal term, for sev­
eral values of angular mo­
mentum. Note that the effect 
of the centrifugal term is to 
reduce the effective depth of 
the potential well. 

FIG. lQ-1. A typical radial 
potential V(r) for an attrac­
tive force and typical "centrif­
ugal force" potentials for a few 
values of angular momentum, 
plotted as functions of radial 
distance from the center of the 
potential. 
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FIG. 1Q-3. A radial function u(r) associated with the l = 1 effective potential 
well of Fig. 1Q-2. 

of a radial function u(r) associated with the motion in the potential 
well given by the effective potential Verr of Fig. 1Q-2 is indicated in 
Fig. 1Q-3. In many cases it is thus possible to obtain a rough notion of the 
form of the wave function simply by observing the form of the equivalent 
potential function ; this qualitative behavior of the wave function may be 
sufficient to answer a physical question without calculations. The fact 
that one is dealing with central forces greatly simplifies the problem. 

1o-2 The hydrogenic atom. As a problem for which an exact calcula­
tion of the radial function can be made, we will consider the hydrogen 
atom, or more generally, a hydrogenic atom for which the charge on the 
nucleus may be any multiple of the electronic charge. For the hydrogenic 
atom, the Hamiltonian takes the form 

H = 2� p2 - z;2 . 
(1Q-7) 

(Here, and throughout this book, the electronic charge will be taken as 
-e, so that e = 4.80 X 10-10  statcoulomb is a positive number.) The 
effective potential energy Verr for hydrogen is plotted in Fig. lQ-4 for 
several values of l. With a potential-energy function of this form, for the 
case of negative energy of the particle one obtains only bound solutions, 
as discussed in Chapter 3. A possible form for a bound-state wave function would be that given in Fig . . 10-5. In the case of the hydrogenic atom, 
Eq. (10-6) takes the form 

. h2 d2u l(l + 1)11.2 Ze2 
- 2m dr2 + 2mr2 u - r u = Eu. ( 1Q-8) 
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FIG. 10-4. The effective potential energy Veff for hydrogen for several values 
of the angular-momentum quantum number l. 

FIG. lQ-5. A possible bound-state wave function for hydrogen. The wave 
function shown corresponds to the l = 1 effective potential.of Fig. IQ-4. 
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This can be simplified by using a new measure of length, 
- v'smjEj P = It r, 

and a new measure of the binding energy of the particle, 

With these substitutions, Eq. (1Q-8) becomes 
d2u _ l(l + 1) u + { � _ !) u = O. dp2 p2 \P 4 

(CHAP. 1 0  

(1Q-9) 

(1Q-10) 

(1Q-11) 

As in the discussion of the differential equation for the simple harmonic 
oscillator, consider first the asymptotic dependence of the solution. The 
asymptotic behavior of the solution is clearly 

( 1Q-12) 

where the minus sign must be taken, since u must be everywhere finite. 
Again, because of the dominance of the exponential dependence, one can 
multiply the exponential by a polynomial and still preserve the asymp­
totic behavior. This suggests that we look for a solution which is finite 
everywhere in the form of a polynomial multiplying the exponential 
of Eq. (1Q-12) : 

u = F exp (-j-p) . 

If we apply this assumption, Eq. (1Q-ll) becomes 

where 
d2F _ dF 

+ 
f� _ l(l + l)] F = O dp2 dp lP p2 ' 

(1Q-13) 

. (1Q-14) 

( 1Q-15) 

This automatically fulfills the condition that F vanish at p = 0. Sub­stituting this expression into Eq. (1Q-14) and equating coefficients of like 
powers of p to zero gives the relationships 

l(l + 1 )At  = 0, 

(X - l)A 1 + [2 - l(l + l)]A2 = 0 
(1Q-16) 
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and the recursion formula 

[k(k + I)  - l(l + I)]A �c+1 + (� - k)A�c = 0, k ;::: 2. (IG--17) 

If the series of Eq. (IG-I 5) does not terminate, i.e., is infinite, the ratio 
of succeeding terms is, from Eq. (lG--17), 

A1c+1 k - X 
---x;- = k(k + 1) - l(l + I) ' k � 2. 

The limit of this ratio as k increases without limit is 

(1G-I8) 

(IG-I9) 

This is the same ratio of coefficients as in the power-series expansion of 
exp p ; the series of Eq. (IG-I5) thus has the asymptotic behavjor exp p if it is nonterminating. Clearly, the result is then that u has an asymptotic 
dependence exp (!p), which violates the condition that the wave func­
tion be everywhere finite. A physically acceptable solution to Eq. (IG-I4) 
of the form of Eq. (1G-I5) must therefore have only a finite number of 
terms. If A is nonintegral, it is clear from the recursion relation Eq. (IG--17) 
that if any A 1c is nonzero, the series cannot terminate, since both k and l 
must be integral. The only acceptable solution for � nonintegral is there­
fore the trivial solution in whic4 all A 1e = 0, or F = 0. 

Considering, then, only integral values for X, we can similarly show that 
there are no physically acceptable solutions either for X = 0 or for X = l. 
This leaves the case � = n, where n � l is an integer. From the relations 
of Eqs. (IG-I6) and (IG-17) , it can be shown that 

k � l, (1G-20) 

must hold. From this result it follows that the case of A = n < l leads 
to a nonterminating series and hence must be rejected. The case 

A = n > l  (Io-21) 

leads to a terminating series. This can be seen from Eq. (IG-I7) ,  which 
shows that in this case 

for k ;::: n + I . (Io-22) 

The resulting polynomials, which can be designated by the two indices 
n and l, are closely related to the associated Laguerre polynomials: 
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(10--23) 
If we use Eq. (10--21) in conjunction with the definition of >., Eq. (10--10) , 
we obtain an expression for the possible bound-energy states of the hydro­
genic atom: 

where 
.1. 2 2 Z2 En = - 2mc a - ,  n2 n > l, (10--24) 

(10--25) 
is known as the fine-structure constant. The expression for the energy 
eigenvalues does not contain l as a parameter. There is usually more than 
one value of l for a given energy. This is an accidental degeneracy which 
is peculiar to the coulomb potential. 

R10(r) 

TABLE 10--1 
SEVERAL RADIAL WAVE FuNCTIONs 

FOR HYDROGENIC ATOMS 

1 
Rnl(r) = - Un l r 

(z)3' 2 ( zr) 
ao 

· 2 exp -
ao 

= (�)3/2 . 2 (1 - ! Z. ') exp (- ! Zr) 
2ao 2 ao 2 ao 

R2t (r) = (�)3/2 . _l_Zr exp (- !  Zr) 
2ao y'3 ao 2 ao 

R3o(r) = (�)3/2 . 2 [t - � Zr + _! (Zr)2] exp (- ! Zr) 
3ao 3 ao 27 ao 3 ao 

Rat (r) = (�)3/2 . 4v2 Zr (1 - ! Zr) exp (- ! Zr) 
3ao 3 ao 6 ao 3 ao 

Ra2(r) - (3�.)"12 • � e:r cxp (- � �:) 
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FIG. lG-6. The radial wave functions R"l(r) for hydrogenic atoms for 
n == 1, 2, 3. Each curve is labeled with two integers, representing the corre­
sponding n and l values. Note the effect of the centrifugal force in "pushing out" 
the wave function from the center of the atom. Note also that the functions 
have n - l - 1 nodes. 

In Table 1o-1 a few of the simpler radial wave functions are tabulated ; 
these are plotted in Fig. 1o-6. In the expressions for these functions, 

11,2 
ao = me2 (10-26) 

is the Bohr radiUB for the hydrogen atom. It should be noted that these 
radial functions have n - l - 1 nodes. 

In Fig. 1o-7 an energy-level diagram for the hydrogen atom is shown, 
with the relevant quantum numbers associated with the various energy 
states. Spectroscopic notation for the various levels is also given, at the 
top of the figure. 

In the above treatment of the hydrogen atom, we made one important 
implicit assumption that deserves further consideration. The hydrogen 
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FIG. 10-7. An energy-level diagram for the hydrogen atom. The principal 
quantum numbers n are indicated at the left of the figure, and the spectroscopic 
notation for the various terms is given at the top. Compare these energy levels 
with Fig. 10-4. 

atom was treated like a single-particle system by the implicit assumption 
of Eq. (1o-1) that a single electron moves about a fixed attractive center. Because of the much greater mass of a hydrogen nucleus (proton) com­
pared with the electronic mass, this is a reasonable approximation. Modi­
fications in the above development which are required by not regarding 
the proton simply as a center of force around which the electron moves, 
but instead as a member of a two-body dynamical system, will now be considered. In this case, the Hamiltonian can be written as 

H = _l_ p� + _l_ p� _ £ ,  
2ml 2m2 r1 2 

(Io-27) 

where the subscript 1 refers to the electron and the subscript 2 to the proton. Here the denominator of the potential-energy term is given by 
{lo-28) 

It is useful to replace the position variables r1 and r2 of the two particles 
by other coordinates describing the locations of the particles. We introduce 
the position of the electron relative to the proton r by 

(lo-29) 



lo-2] THE HYDROGENIC ATOM 165 

and also introduce the coordinates of the center of mass of the system of 
two particles : R = m1r1 + m2r2 .  

m1 + m2 
The corresponding momentum operators are defined by 

p = -ihVr, 

P = -ihVR. 

(lQ--30) 

(1Q-31) 

We further introduce symbols for the total mass and the reduced mass of 
the atom: 

M = m1 + m2, 
m1m2 p. = . m1 + m2 

(1Q-32) 

Substituting these various expressions into the Hamiltonian of Eq. (1Q-27), 
we obtain 

1 2 1 2 e2 
H = 2M p + 2p. P - r .  (1Q-33) 

The advantage of this transformation is that the momentum associated 
with the motion of the center of mass, which is simply the total transla­
tional momentum of the atom, now involves coordinates independent of 
t.he potential energy of the atom, and consequently the momentum 
operator P commutes with the Hamiltonian : 

[H, P] = 0. (lQ--34) 

The energy of the atom can then be separated into two parts, the internal 
energy, given by 

(lQ--35) 

and the first term on the right side of Eq. (IQ--33), representing the energy 
associated with the translational motion of the atom as a whole. Since the 
momentum operator P of Eq. (lQ--31) and the internal energy operator 
H0 commute with each other, we can choose wave functions which are 
simultaneous eigenfunctions of these two operators. The operator H0 is 
identical in form to the operator we considered earlier for the hydrogen 
atom when the dynamical properties of the proton were ignored and the 
proton was regarded merely as a center of force. Consequently, the solu­
tion to the eigenvalue equation will be identical to the earlier solution, 
the only difference being that the electron mass is here replaced by the 
reduced mass of the atom. The wave function, which is simultaneously 
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an eigenfunction of the translational energy of the atom and the internal 
energy, is of the form (iP ·  R) 

1/1 = exp -h- Unzm1 (r) . (1Q-36) 

The energy eigenvalue associated with this wave function is easily seen to 
represent the energy of translation of the atom plus the internal energy ; 
for the internal energy, we have 

.1. 2 2 1 En = - --zp.c a - · n2 ( lQ-37) 

The correctness of this particular form for the internal energy of the atom 
has been verified by comparing the spectra of hydrogen, deuterium, and tritium, for which the reduced masses are measurably different. 

16-3 The three-dimensional oscillator. As a second example of the type of problem encountered in the case of motion of a particle under the 
influence of central forces, we consider the isotropic three-dimensional oscillator. In this case, the Hamiltonian can be written as 

(1Q-38) 

One has the choice of choosing eigenfunctions to be simultaneously eigen­
functions of H, L2, and Lz because of the central force under which the particle is moving or, alternatively, one can choose eigenfunctions that are simultaneous eigenfunctions of the mutually commuting operators 
Hz, H11, Hz, defined through 

1 2 .1. 2 Hz = 21-' P z + --zkX , etc. (1Q-39) 

In terms of these, the Hamiltonian can be expressed as 
(1Q-40) 

Since Hz, H11, and Hz commute and each operates on a different variable 
from the others, it is possible to write the eigenfunctions as 

where 
Hzl/lq(X) = (q + i)liwl/lq(x), 
H111/lr(Y) (r + !)liwl/lr(y), 
Hz1/t..(z) (s + i)liwl/l.(z), 

(1Q-41) 

( lQ-42) 
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TABLE lG-2 

DEGENERACIES OF THE ENERGY STATES OF A 
THREE-DIMENSIONAL OsciLLATOR 

Energy state Degeneracy 
n = 0 1 

n = 1 3 

n = 2 6 

n =  3 10 
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from the earlier discussion of the one-dimensional oscillator (Chapter 3) . 
Here the quantum numbers q, r, and 8 are associated respectively with the 
x-, y-, and z-motions of the particle. The simultaneous eigenfunction 
which appears in Eq. (1o-41) is clearly an eigenfunction of the Hamiltonian 
H, the eigenvalue equation for which is 

{lQ-43) 

A reason for considering this set of simultaneous eigenfunctions is to 
count the degeneracy of the various energy states of the three-dimensional 
oscillator. Note that the ground state with n = 0 can be achieved in 
only one way, by setting q, r, and s ail equal to zero. On the other hand, 
the first excited state n = 1 can be obtained by setting any one of the quantum numbers q, r, or 8 equal to one and the others to zero ; there are 
three ways this can occur, and consequently the degeneracy of the state n = 1 is 3. In a similar way, one can count the degeneracies of the other energy states of the three-dimensional oscillator, which will yield the 
results given in Table 1G-2. One reason it is convenient to know the degeneracies of the three-di­
mensional oscillator is that in considering the problem of finding simul­taneous eigenstates of H, L2, and Lz, it is useful to have a criterion to determine when the set of wave functions is complete. With this new set of commuting observables, choose a new set of wave functions charac­terized by an index n for the energy, l for the total angular momentum, 
and m for the z-component of angular momentum. The energy-eigenvalue 
equation must be 

H�nlm = (n + i)liw1fnlm· {lQ-44) 



168 CENTRAL FORCES [CHAP. 10 

It is clearly desirable to find a ladder operator which will not only generate 
states of various energies but also states of various angular momenta ;  we 
introduce the vector operator R defined by 

R = -1- P + i � r. v'2P. '\}2 (10-45) 

A comparison with Eq. (6-74) shows that each component of this vector 
is a ladder operator for generating higher energy states from lower energy 
states : every time it is applied to a wave function, it gives a new wave 
function for which the energy is greater. Since the vector R defined by Eq. (10-45) is a linear combination of two class T vectors, it also is in class 
T. Consequently we can define the operator R+ : 

(10-46) 

which will serve as a ladder operator for generating states of higher angular 
momentum from those of lower angular momentum. From Eq. (6-79) ,  
the operator R+ satisfies the commutation relation with the Hamiltonian 
given by 

(10-47) 

The lowest energy state of the three-dimensional oscillator, since it is 
nondegenerate, can be written directly, as in Eq. (10-41) ,  simply as a 
product of the three lowest-state wave functions for the simple harmonic oscillator in the x-, y-, and z-directions. This is, when normalized to unity, ( k )3/4 ( 1 kr2) 

1/looo = 7rliw exp - 2 liw . (10-48) 

Operating on this wave function s times with the operator R+ gives 
R+1/looo = ,Y,,. (10-49) 

The ladder property of the operator R+ with respect to increasing energy 
and angular momentum increases all three indices by one unit. On the other hand, from Eq. (9-83), the operator R2 obtained by squar­ing Eq. (10-45), when applied to a wave function which is simultaneously an eigenfunction of L2 and L�, does not change the eigenvalues correspond­ing to these two operators, but merely increases the energy. Thus it is 
a ladder operator for increasing the energy of the state without changing 
angular momentum. Since the vector R itself increases the energy by 
one unit, the operator R2 increases the energy by two units : when this operator is iteratively applied to the wave function of Eq. (10-48), the 



1o-3] 

result is 

THE THREE-DIMENSIONAL OSCILLATOR 

TABLE lQ-3 

DEGENERACIES OF THE ENERGY EIGENSTATES OF A 
THREE-DIMENSIONAL OsciLLATOR 

Energy eigenstates Degeneracy 

n = 0 l = 0 m = O  1 

n =  1 l = 1 m =  1, 0, -1 3 

n = 2  l = 0, 2 m = 0; 2, 1 ,  0, 6 
-1, -2 

n = 3 l = 1 ,  3 m =  1 , 0, - 1 ;  10 
3, 2, 1, 0, 
-1,  -2, -3 
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(lQ-50) 

It is clear that by applying first the operator R2, then the operator R+, 
and finally the orbital angular-momentum ladder operator L_, one can 
obtain the expression for the general wave function which is simultaneously 
an eigenfunction of H, L2, and Lz : 

.t, _ L'-mRz (R2) <n- Z>t2.1, Y'nlm - - + Y'OOO· {lQ-51) 

Since the power of R 2 must be integral, n and l must be both even or odd, 
and n � l. 

No attempt has been made in the above formalism to preserve' the 
normalization of the wave function, so Eq. (1Q-51) is not properly nor­
malized. On the other hand, by using techniques very similar to those 
employed in Chapter 9, it is easy to calculate the proper constant by which 
to multiply Eq. (IQ-51) so that the resulting function is normalized to 
unity. Equation (lQ-51) represents a set of functions which are simul­
taneously eigenfunctions of the three operators H, L2, and Lz; however, 
there still exists the possibility that this set of functions may not be 
complete. To check this, the degeneracy of each energy eigenstate will be 
calculated. The degeneracies are enumerated in Table IQ-3. It is seen by 
comparing Table lQ-3 with Table 1Q-2 that the degeneracies are the same, 
and hence the set of eigenfunctions given by Eq. (lQ-51) is complete. 
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ID-4 The free particle. A free particle has already been discussed in 
terms of motion characterized by a plane wave when the energy and the 
linear momentum of the particle were well-defined, i.e., known. The plane 
wave was then a simultaneous eigenstate of the Hamiltonian and the 
linear momentum of the particle. On the other hand, a free particle can 
also be considered to be a particle which is moving in a central field of 
force, the trivial case in which no force is present. Consequently, the 
Hamiltonian, L2, and La are three simultaneously commuting operators, 
and it is possible to choose eigenfunctions which are simultaneously eigen­
functions of these three operators. Such a set of functions cannot be 
plane waves, inasmuch as the linear-momentum operator does not com­
mute with the angular-momentum operators. The eigenvalue equations 
for energy, total angular momentum, and the z-component of angular 
momentum are 

With the definition 

h2k2 
Hlfklm = E1fklm = 2J.L lfklm, 

L21fklm = l(l + I)h21fklm1 

1 1f = - u, r 

(1Q-52) 

(IQ-53) 

the radial equation for the free particle in the case of l = 0 takes the form 

h2 d2u h2k2 - - - - -- u = O  2p. dr2 2p. · 
This is a simple differential equation which can be solved to give · 

sin kr 
lfkOO = -rr' 

( 1Q-54) 

(IQ-55) 

This wave function is not normalized to unity, nor is it normalizable. 
Instead of considering the radial differential equation for states other 

than l = 0, one can find a way of generating all the other wave functions 
from the state of l = 0 given in Eq. (IQ-55) . The momentum operator 
P belongs to the class of vector operators T ;  we introduce the operator P + : 

(IQ-56) 

Since P + is simply the sum of two components of the linear momentum 
of the particle, P + commutes with the Hamiltonian. As such, a wave 



lQ-4] THE FREE PARTICLE 171 

function which is an energy eigenfunction will remain an energy eigen­
function of the same energy after being operated on by P +· On the other 
hand, from Eq. (9-87) , the effect of the operator P + on a wave function 
with l = m is that of increasing both l and m by one. Consequently, 
the operation of P + on the wave function of Eq. {1Q-55) must generate 
the wave function 

(1Q-57) 

This procedure may be iterated l times to generate the wave function 

(lQ-58) 

Making use of the angular-momentum ladder operator, one can then 
generate the general wave function for the free particle with quantum 
numbers lc, l, and m: 

{1D-59) 

To see in somewhat more detail the effect of operating on a function 
with an operator of the form P +' consider the effect of this operator on 
any general function of r : . (X + iy) d· p +f(r) = -�h -r-.- drf(r) . {10-60) 

Using the result of Problem lQ-7, this operation may be iterated to give 

P�f(r) = (-ih) l(x + iy) z (� 1r)l f(r) . (10-61)  

Except for a proportionality constant, this equation can be  written as 

l l (1 d ) l P+f(r) � Yz zr ;: dr f(r) . (10-62) 

From this and Eqs. (1Q-55) and (ID-58), the radial function for the free 
particle can be written in the form 

. z (r) l (1 d ) z (sin kr) R�cz(r) = Jz(kr) = ( - 1) k r dr T;r · (10-63) 

This radial function is a spherical Bessel function. These functions will be 
discussed in detail in Chapter 16. Combining this radial function with 
the spherical harmonic gives as the wave function for a free particle 

(10-64) 
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Io-5 Parity. Thus far, the operators that have been investigated have 
been associated with well-known physical quantities that have significance 
in large-scale physics. There are, however, operators which do not corre­
spond to the physical observables of large-scale physics. For example, it 
was found that the wave functions for the simple harmonic oscillator could 
be catalogued as being either even or odd. We could have introduced 
an operator which, operating on an even function, would give the eigen­
value 1 and operating on an odd function would give the eigenvalue - 1 .  
Such an operator might be thought of i n  some sense as corresponding 
to something physically mea.surable, it being uniquely given in this 
particular case by the energy of the particle. There are, in fact, numerous 
operators which can be associated with physically measurable things on 
an atomic level, yet which have no correspondence in large-scale classical 
physics. One of these is the parity operator. The parity operator has the 
property 

(1Q-65) 

namely, that in operating on a function, it changes each of the position 
variables into its negative. The eigenvalue equation for the parity op­
erator is 

Pt/1 = 'Yt/1. (1Q-66) 

If this equation is operated on by the parity operator again, one obtains 

(IQ-67) 

However, from Eq. (10-65) it is apparent that if one applies the parity 
operator to a function twice, the function is converted back into itself. 
Consequently, the square of the parity operator must be the identity 
operator : p2 = I, (IQ-68) 
where 

It/! = l · l/1. (lQ-69) 

Therefore 'Y2 must be equal to 1, and "Y must be one of the two roots of 1 :  

'Y = ±1.  (1Q-70) 

An eigenfunction corresponding to the eigenvalue + 1 for the parity 
operator is said to be a junction of even parity; one having the eigenvalue 
-1  is said to be a function of odd parity. When a wave function is of even 
parity, the system is said to be in a state of even parity; for a function of 
odd parity, the system is said to be in a state of odd parity. 

If there are no external forces acting on a system of particles, then the 
potential energy is a function only of the positions of the particles relative 
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to one another. If it is furthermore assumed that the potential energy is 
a function only of the distance between particles, the Hamiltonian can be 
written as 

where 
H - " -1- P� + V(r · ·) - £..J 2m · 1 "1 ' ij 1 (10-71) 

(10-72) 

It is easily seen that for a Hamiltonian of the form of Eq. (10-71),  the 
Hamiltonian and the parity operator commute : 

[H, P] = 0. (10-73) 

It is also easily seen that the parity operator is Hermitian. Choosing 
simultaneous eigenstates of the Hamiltonian and the parity, we can 
characterize the various states of different energy by their parity. Also, 
inasmuch as the wave function for a state of even parity is very different from that for a state of odd parity, it would be an accident if the two states 
of different parity were to have the same energy. An example of such a rare accident occurs in the case of the hydrogen 
atom, where the energy states of n = 2, 3, 4, . . .  are degenerate and con­
tain components of different parity. (However, when relativistic effects are included, the degeneracy is removed.) The states with l even are states 
of even parity, and states with l odd are states of odd parity. There are also numerous examples of molecules that have states of different parity 
lying very close to one another, but these energy states of different parity, strictly speaking, do not coincide. When more complex interactions with 
the electromagnetic field are taken into account, hydrogen has energy states of definite parity. For a complex system, the total angular momen­
tum of the system and the z-component of the angular momentum, as 
well as the parity and the Hamiltonian, are all mutually commuting observables and can be simultaneously measured, provided, of course, 
that the Hamiltonian is of the form shown in Eq. (10-71) .  An important example of the application of parity is its application to 
nuclear energy states. *  These states can be characterized by the specifica­tion of the values of energy, angular momentum, and parity. It is inter­esting to note that parity is a useful, and in certain cases measurable, 
quantity in describing nuclear states even though the nuclear wave func-
tions themselves are not known. 

* The importance of the parity concept in nuclear physics is discussed by 
J. M. Blatt and V. F. Weis&kopf, Theoretical Nuclear Pky8ica, John Wiley and 
Sons, New York, 1952. 
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As a further example of the application of the parity concept, consider 
the electric dipole moment associated with a group of particles. An opera-­
tor for the electric dipole moment of a system of particles can be written as 

{lG-74) 

where q; refers to the charge of the jth particle in the system, and the sum 
is over all the particles of the system. This dipole moment has an expecta­
tion value which is zero if it is computed for a state of definite parity. 
This follows from the fact that the vector M changes sign under a reflec­
tion of all the coordinates : 

(IG-75) 

Since P is Hermitian, 

(M)± = (1/1±, PMP1/t±) , (IG-76) 

and since 
PM = -MP, (IG-77) 

Therefore 
(M)± = 0. (IG-79) 

The vanishing of the expectation value of the electric dipole moment of a 
collection of particles can be interpreted as meaning that the average 
value of the dipole moment of the collection of particles is zero whenever 
the particles are in some state of definite energy (and hence, from above, 
of definite parity), assuming, of course, the absence of accidental degen­
eracy of states of different parity. 

The questions raised by the nonconservation of parity in P-decay are 
outside the scope of this text and have been deliberately ignored. 

lo-6 Summary. In this chapter, the central-force problem has been 
discussed, and it has been shown how a separation of variables in the 
SchrOdinger equation leads to an equivalent one-dimensional (radial) 
problem. The angular dependence gives rise to a centrifugal term in the 
effective potential for the radial motion. The hydrogenic atom was con­
sidered, with both a qualitative and analytical discussion of the radial 
wave functions being given, and a few functions were plotted. The treat­
ment of the motion of the proton in a hydrogen atom was also presented, 
leading to a slight modification of the "infinite-mass nucleus " energy 
levels. 
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The three-dimensional harmonic oscillator was the next example studied. 
Here ladder-operator techniques again demonstrated their value in gen­
erating a complete set of wave functions. A free particle, previously 
treated as a force-free particle, was then considered as a particle acted on 
by a central force of vanishing strength, ladder operators again being used. 
Finally the concept of parity was discussed and was used to show that, 
under quite general conditions, a collection of particles in a state of defi­
nite energy has a vanishing expectation value for its electric dipole moment. 

PROBLEMS 

1Q-1 . Assuming a potential-energy function for a diatomic molecule of the 
form 

C D V(r) = - - - ' r3 r2 

calculate an integer lo such that the quantum number l is less than lo for all 
bound states. 

1Q-2. Prove that the parity operator is Hermitian. 
1Q-3. Prove that if a particle moves in a central potential for which there 

is at least one bound state, the lowest energy state is an S-state. 
10-4. Find the energy levels of a free particle enclosed in a spherical box with 

perfectly reflecting walls in terms of the roots of appropriate functions. 
1Q-5. Discuss the motion of a particle of mass m in the spherically symmetric 

potential 
,2 {J v = _ _ _ , 
2m r2 

where {J is a positive constant. [Hint: Consider the behavior of the wave func­
tion near the origin, remembering the requirement that the wave function be 
normalizable.] 

1Q-6. Find the appropriate normalization factor for Eq. ( 1Q-51).  
lQ-7. Show that : 

[P +' (x + iy)] == (P:a: + iPu)(x + iy) - (x + iy) (P:a: + iPv) = 0. 



CHAPTER 1 1  

MATRIX REPRESENTATIONS 

1 1-1 Matrix representations of wave functions and operators. In 
previous chapters, it was shown that a complete description of the state 
of a dynamical system is provided by the wave function 1/t(r1 , r2, • • •  ) 
for the state. This chapter is concerned with various ways of representing 
the wave function and hence the state. This leads to alternate forms of 
the quantum-mechanical formalism. *  

To begin, we choose a complete orthonormal set of functions 
u;(r1, r2, . . .  ) ; these satisfy the equations 

(u;, Uk) := J UjUk dr1 dr2 • · • = 8jk• (1 1-1) 

For simplicity, assume that the set u; is discrete and finite. Usually, an 
infinite set of orthonormal functions is required for the expansion of an 
arbitrary wave function. However, a finite set may be sufficient for the 
expansion of a limited class of functions. The development will be gen­
eralized later to include the cases of infinite sets with or without a con­
tinuous range of eigenvalues. Since the u; form a complete set, any 
physically admissible wave function 1/1 can be expanded in terms of them : 

(1 1-2) 

where 
a; = (u;, 1/1). (11-3) 

The set of numbers a; constitutes a complete description of the state, since 
the functions u; are assumed to be given and known. This set of numbers 
a; is said to form a representation of the wave function 1/1. A type of equa­
tion frequently met in quantum-mechanical formalism is of the form 

Ql/1 = 1/1', (1 1-4) 

* Historically, the matrix formulation of quantum mechanics was presented 
slightly earlier than the wave-mechanical formalism used thus far : W. Heisen­
berg, "t1ber quantentheoretische U mdeutung kinematischer und mechanischer Beziehungen,"  Z. Physik 33, 879 (1925) ; M. Bom and P. Jordan, "Zur Quanten­
mechanik, " Z. Physik 34, 858 (1925) ; M. Born, W. Heisenberg, and P. Jordan, 
"Zur Quantenmechanik II," Z. Physik 35, 557 (1925). The equivalence of the 
wave and matrix formalisms was shown by Schrodinger in 1926: E. SchrOdinger, 
"tiber das Verhiltnis der Heisenberg-Bom-Jordanschen Quantenmechanik zu 
der meinen, " Ann. Physik 79, 7-34 (1926). 
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where Q is a differential operator. Upon expansion of both 1{1 and 1{1' in 
terms of the u;, as in Eq. (1 1-2), this becomes 

(11-5) 

Multiplication of both sides by Uk and integration over all space leads to 

where 

L Q�c;a; = a�, j 
Qk; = (uk, Qu;) = J ukQu; dr1 dr2 • · · 

(11-6) 

(11-7) 

Qk; is known as a matrix element of Q. It is convenient to express 
Eq. (1 1-6) in matrix notation ; the elements Qk; can be arranged in a square 
array: 

(1 1-8) 

This array is defined to be the matrix Q. In a similar way, the numbers 
a; and aj can be arranged in linear arrays known as column vectors (or 
column matrices) : 

(11-9) 

In matrix notation, Eq. (1 1-6) becomes 

Qa = a', (11-10) 

where the law of matrix multiplication is given by Eq. {11-6) . 

1 1-2 Matrix algebra. In addition to the case of the multiplication of 
a square matrix and a column vector, more general algebraic operations 
can be performed with matrices. This section deals with these algebraic 
properties of matrices. It has been seen above that matrices need not be 
square arrays, e.g., the column vector a.  If two matrices have equal 
dimensions, i.e., the number of rows are equal and the number of columns 
are equal, it is possible to define matrix · addition : 

R + S = T. (11-11)  
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The addition rule is 

( 11-12) 

The general law for the multiplication of two matrices 

RS = T (1 1-13) 
is given by 

( 1 1-14) 

From this it can be seen that a necessary requirement for matrix multi­
plication is that the number of rows of the matrix S be equal to the number 
of columns of the matrix R. The resultant product matrix will have the 
number of rows of the matrix R and the number of columns of the matrix S. 

The above rules for matrix addition and multiplication imply several 
general algebraic relations that are often taken to be postulates of matrix 

· algebra: 

(1) Multiplication is associative : 

A(BC) = (AB)C. 

(2) There exists a square identity matrix I such that 

lA = A. 
It is clear that 

ljk = 6jk· 
(3) The distributive law holds : 

A(B + C) = AB + AC. 

(4) A square matrix may have an inverse : 

AA-1 = I =  A-1A. 

If it does, it is said to be nonsingular. 

(5) In general, multiplication is noncommutative: 

AB ¢ BA. 

If AB = BA, the matrices are said to commute. 

(1 1-15) 

(11-16) 

(11-17) 

(11-18) 

(1 1-19) 

(1 1-20) 

A ·few definitions are useful. ·The transpose of the matrix A is written A 
and has elements 

( 1 1-21) 
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The Hermitian adjoint of a matrix A is written A* and has elements 

(1 1-22) 
The Hermitian adjoint of the product of two matrices is equal to the product 
of their Hermitian adjoints taken in inverse order: 

(AB) * = B*A*. 

If a matrix is equal to its transpose, it is symmetric : 

A matrix is Hermitian if it is equal to its Hermitian adjoint : 

* 
-

Ai; = A i; = A;i· 

A matrix is unitary if its inverse is equal to its Hermitian adjoint : 

A-1 A* ii = ii· 

(11-23) 

(1 1-24) 

(11-25) 

(1 1-26) 
A matrix representation of a Hermitian operator is Hermitian, for 

Q;�c = (u;, Qu�c) 

- (Qu�c, ui) 

(u�c, Qui) 

= Qki· 

The third step depends on the Hermitian character of Q. 

(11-27) 

The matrix of the product of two operators is the product of the corre­
sponding matrices. This is shown by making use of the closure relation 
derived in Chapter 6, Eq. (6-57) : 

:E u;(rb r2, • • •  )ui(r� ,  t�, . . .  ) = cl(r1 - rD cl{r2 - �) • • • (1 1-28) 
; 

To simplify the notation, assume in the following that the system is 
describable by the coordinates r. The product of two matrices is given, 
as above, by 

= :E J uiQu�c dr J u�cPuz dr'. 
k 

(1 1-29) 
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From the closure relation, Eq. (1 1-28) , this is equal to 
:L; Q;kPkz = J u;Q �(r - r')Puz dr dr' 
k 

= J Qu1 8(r - r')Puz dr dr' 

= jQu;Puz dr 

= Ju;QPuz dr 

= [QP];z. 

[CfiAP. 1 1  

(11-30) 
From this, it follows that the matrices of commuting operators are 

commuting, and that the matrix of an operator that is inverse to Q is the matrix inverse to Q ; the algebraic properties of the differential 
operators are mirrored in their matrices. 

It is generally desirable to take the set of functions uk used as the 
base of the matrix representation to be the eigenfunctions of some quantum­
mechanical operator. For example, the uk may be the eigenfunctions of 
the Hamiltonian : 

(11-31) 
Then 

(11-32) 
In this case, H has nonzero elements only along the diagonal of the matrix. 
Such a matrix is said to be diagonal. If the orthonormal set of base func­
tions is simultaneously a set of eigenfunctions of several commuting 
operators, the matrices of all these operators are diagonal. 

11-3 Types of matrix representation. If the orthonormal set of base 
functions is time-independent, the Schrodinger equation is left unchanged 
in form upon transforming to a matrix representation. Let the expansion 
coefficients be represented by 1/ln(t) : 

1/l(r, t) = L 1/tn(t)Un(r) .  
n 

Substituting this expression into the Schrodinger equation yields 
·� d HlP = �,, dt 1/1. 

(11-33) 

(1 1-34) 

The right side of this equation needs some explanation : the time derivative 
of the matrix 1/1 with elements 1/1; represents the matrix having the elements 
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.,ft i· A representation of this type, in which the base functions are time­
independent (thus making the wave vector 1/1 time-dependent) , is known 
as a Schrodinger repre8entation. 

Another type of representation, known as the H ei8enberg repre8entation, 
is sometimes useful. Consider a set of functions Un of both r and t that is 
an orthonormal set at t = 0 and satisfies Schrodinger's equation. The 
set continues to be orthonormal at all times, as is seen below: 

Then 

Alternatively, 

or 

H ·� oUn Un = �1& - · 
at 

(HUm, Un) = -ih (� Um, Un) · 
Since H is Hermitian, Eq. (1 1-36) can be written as 

. (HUm, ttn) = +ih ( Um, fe Un) · 
Subtracting Eq. (1 1-38) from Eq. (1 1-39) gives 

0 = ih [ ( Um, fe Un) + (� �'' Un)] 
= ih ;t (Um, Un). 

(11-35) 

(1 1-36) 

(1 1-37) 

(1 1-38) 

(1 1-39) 

(1 1-40) 

This implies that the orthonormality of the set of functions Un does not 
change with time. 

Since 
( Um, Un) = clmn (1 1-41) 

for all time, the functions Un can be used to obtain a matrix representation. 
Let 

1/1 = :E YtnUn(T, t) . (1 1-42) 
n 

Each term in the sum satisfies the Schrodinger equation ; the sum with· 
constant coefficients 1/tn will therefore also satisfy this equation, and the 
representation of the wave function 1/1, which is a solution to Schrodinger's 
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equation, is time-independent. (The coefficients t/ln, which are the repre­
sentation, are time-independent.) On the other hand, an operator in this representation is usually time­
dependent ; consider an operator with matrix elements 

Qii = (ui, Qu;) .  

The time derivative of this matrix has elements 

From Eq. (1 1-35) , this can be written as 

since H is Hermitian. Thus the matrix relation 
. i aQ Q = fi [H, Q] + at  

(1 1-43) 

(1 1-44) 

(1 1-45) 

(1 1-46) 

holds. From the connection between the quantum-mechanical commutator and the classical Poisson bracket postulated in Chapter 6 (see Postulate 
7 and the following discussion) , the classical analogue of this equation is 

A aQ 
"'� = {Q, H} + at .  (11-47) 

In other words, any matrix Q has a time dependence such that it obeys 
the classical equation of motion derived in Chapter 5, Eq. (5-55) . 

The type of representation discussed above, known as the Heisenberg 
representation, has all its time dependence connected only with the 
operators ; this dependence can be obtained from classical equations of 
motion. This is yet another example of the very close formal ties between 
classical and quantum formulations. 

A further type of representation, the interaction representation, is also 
frequently used. Ac;;sume that the Hamiltonian can be divided into two 
parts, H0 and H1 •  The physical situation of interest will make clear what 
division is appropriate for any given problem. Choose an orthonormal 
set of base functions which satisfy the Schrodinger equation with H0 as the Hamiltonian : 

H ·� auk 
oUk = �n - · . at ( 1 1-48) 
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If we expand the wave function 1{1 in terms of the functions uk, 

the complete Schrodinger equation, with H = H0 + H1,  becomes 

Since the uk satisfy Eq. (1 1-48), this becomes 

or 

H1 :L 1/tkuk + ih L 1/tk ft uk = ih ft L 1/tkuk 
k k k 
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(11-49) 

(1 1-50) 

(1 1-51) 

(1 1-52) 

If we multiply each side of this equation on the left by Um and integrate 
over all space, it becomes the matrix equation 

(1 1-53) 

In this interaction representation (so named because H1 is generally taken as the term in the Hamiltonian representing the interaction between 
distinct systems) ,  the equations of motion of any time-independent matrix 
operator Q are 

. i Q = w_ [Ho, Q]. (1 1-54) 

It should be noted that Eqs. (1 1-53) and (1 1-54) reduce to those of a 
Heisenberg representation, i.e., time-independent -1; and Q, given by Eq. 
(1 1-46) when H 1 = 0. The interaction representation is particularly useful 
when H 1  is small, that is, when H1  affects the eigenvalues of H only slightly. 
Under these conditions, approximation methods known as perturbation 
techniques can be employed . These will be discussed in Chapter 14. 

It should be noted that there is no unique representation which can be 
characterized as the Schrodinger, the Heisenberg, or the interaction repre­
sentation, since the orthonormal set of base functions is not uniquely 
specified. However, with a Heisenberg representation it is occasionally 
convenient to place a restriction on the representation by requiring that 
the energy (Hamiltonian) be diagonal. It may be usefully restricted further 
by requiring that a complete set of operators which commute with the 
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Hamiltonian be simultaneously diagonal, along with the Hamiltonian. 
The choice of a complete set of operators uniquely specifies the representa­
tion except for the ordering of the rows and columns and for an arbitrary 
phase factor exp (iak) by which each of the base functions Uk can be 
multiplied. Perhaps the easiest way to see this is to consider the eigen­
functions of H when all the eigenvalues are nondegenerate. As was seen 
in the discussion of Theorem 8 in Chapter 6, the eigenfunctions of the set 
of mutually commuting operators form a complete unique set up to an 
arbitrary multiplicative factor, which from the requirements of normality 
must be of the form exp (iak) . 

1 1-4 Infinite matrices. Thus far, the discussion has been limited to 
the case of finite-dimensional spaces with a finite discrete set of base 
functions u1. In general, physically interesting situations will require the 
use of an infinite set of base functions to represent them properly. It will 
be assumed that the results of the finite-dimensional theory discussed 
above can be directly applied to the infinite-dimensional case; a rigorous 
treatment of this matter is outside the scope of this book. 

Even thus expanding our treatment to include infinite-dimensional 
spaces, the assumption that the base functions form a discrete set implies 
that the quantum-mechanical system is confined in a (very large, perhaps) 
box, for it can be shown that with an unbounded system the eigenfunctions 
will in general include a continuous range of functions. For simplicity in 
treating this more complex situation the discussion will be . limited to a 
single-parameter continuous set. Assume a complete set · of functions 
ua(r) , where q takes on all values between - oo  and +oo . The functions 
are assumed to be orthonormal in the sense that 

(1 1-55) 

[see the discussion in connection with Eq. (6-46)].  This is very similar 
to the closure relation 

J: u:(r)u,(r') dq = 8(r - r') , 

except that the spaces of integration are interchanged. 

(11-56) 

Since the set u9(r) is complete, any physically allowable wave function 
1/l(r) can be expanded in the form 

1/l(r) = [_ 1/l(q)u11(r) dq. (11-57) 

Note that 
(11-58) 
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A special case of this latter relation has already been met in Eq. (4-48) ,  
where the general continuous variable q of the above discussion was the 
propagation vector k. The function 1/t(q) defined by Eq. (1 1-57) can be 
considered to be the matrix representation of 1/t. In fact, 1/t(r) can itself be 
considered to be a matrix representation, with the base vectors S(r - r') : 

1/t(r) = J 1/t(r') S(r - r') dr'. (1 1-59) 

This is sometimes known as the r-representation. 
If we use the orthogonal basis provided by the uq(r), the representation 

1/l(q) is obtained. Using Eq. (1 1-57) and the orthonormality relation of 
Eq. (1 1-55), we obtain 

(uq, 1/1) = J uq(r)l/t(r) dr = JJ 1/t(q')uq(r)uq•(r) dr dq' 

= f ift(q') S(q' - q) dq' 

= ift(q) . (1 1-60) 

By analogy with Eq. (1 1-7), the matrix representation of a Hermitian 
operator Q is 

Qq'q s J Uq•QUq dr. (11�1) 

Note that if the Uq are eigenfunctions of Q, then 

Qq 'q = q 6(q - q'), (1 1�2) 

and the matrix is diagonal. 
The elements of the product of two Hermitian matrices are given by 

{QP}q'q" = f Qq•qPqq" dq. ( 1 1-63) 

This relation is analogous to Eq. (1 1-14) for the discrete case. 
In similar fashion, the equation 

"'' = Qt/1 (1 1�4} 

becomes, in a matrix representation, 

(11-65) 

or, written in component form, 

� = 1 Qqq""q' dq' = 1 Q(q, q')ift(q') dq'. ( 11�6) 
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It is also sometimes helpful to consider the operator Q in this representa­
tion to be the integral operator fQ(q, q') dq'. It operates on the function 
1/l(q') to give 

1/1� = I Q(q, q') dq' 1/l(q') . (1 1-67) 

It is interesting to note that a differential operator Q can be written 
as an integral operator by using as base vectors the functions 6(r - r') , 
as in Eq. (1 1-59) ; from Eq. (11-61), 

Q(r, r') = I 8(r - r")Q" 8(r' - r") dr". (1 1-68) 

The double prime on Q under the integral signifies that it operates on the 
variable r". Q can be made to operate on the variable r'. The sign of the 
integral is changed if Q is an odd operator: 

Q(r, r') = ±f 8(r - r")Q' a(r' - r") dr" 

± Q' a(r - r') 
= Q a(r - r') . (1 1-69) 

The integral operator equivalent to the differential operator Q is thus 
fQ 6(r - r') dr'. If this operator operates on f(r) the result is 

Qf(r) = f Q a(r - r') dr'f(r') . (11-70) 

Since the eigenfunctions of the position operator r are 8(r - r') [see Eqs. 
(4-38) et seq.], we can apply Eq. (1 1-62) to get the elements of the matrix r with the base functions a(r - r') : 

Tn' = r(r, r') = r a(r - r') . (11-71) 

This is clearly a diagonal matrix : this representation is, as expected, 
position-diagonal. 

1 1-5 Summary. In this chapter, an equivalent formulation of quantum 
mechanics known as matrix mechanics has been introduced. It has been 
seen that both wave functions and operators can be written in matrix form 
and that these matrices then obey a set of rules of matrix algebra which 
include associative and distributive multiplication, addition, existence of 
a unit matrix, possible existence of inverses, and general noncommutativity. 
Commuting operators were seen to have commuting matrix representa­
tions, however. 

Three general types of representations were discussed : SchrOdinger, 
Heisenberg, and interaction representations. In a Schrooinger representa-
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tion the base functions are time-independent, leading to time-dependent 
representations for wave functions. Heisenberg representations, on the 
other hand, have time-independent wave function representations, since 
the base functions are chosen to satisfy the time-dependent Schrodinger 
equation. In the interaction representation, the Hamiltonian is separated 
into two parts, one generally describing two independent systems and 
the other being a weak coupling term. The base functions are then chosen 
to be solutions of the Schrodinger equation, omitting the coupling term. 

The case of infinite-dimensional spaces was discussed and, in particular, 
representations involving a continuous distribution of eigenfunctions. It 
was seen that essentially all the results of the discrete case could be taken 
over with only minor modification. Integral operators were introduced 
as a sometimes convenient alternative formulation. 

PROBLEMS 

1 1-1 . (a) In a momentum representation, the wave function is a function 
of which variables? (b) What physical significance can be attached to the 
absolute value of this wave function ? Assume that the system is composed 
of a single particle (without spin) . 

1 1-2. Consider a one-dimensional simple harmonic oscillator. At time t = 0 
the position is measured and determined to be xo. Show that a measurement 
of momentum one-quarter cycle later (t = r/2w) is certain to give the result 

P = -Vkm xo. 

11-3. What can be said about the eigenvalues of a singular matrix? 
11-4. In position representation, the Hamiltonian matrix for a single particle 

may be written as 

Hrr• = H &(r - r'), 

where H is the Hamiltonian operator and acts on r. Show that the inverse of 
this matrix may be written as 

H;;} = L E;;1 4>n(r')4>n(T), • 
where En and 4>n are energy eigenvalues and functions respectively. q, is assumed 
to form an orthonormal set. The above sum is to be interpreted as an integral 
over any continuous part of the energy distribution. 

11-5. An orthogonal matrix is one for which T = T-1 • (a) Show that the 
matrix [cos 8 

T = si� 8 
-sin 8 

cos 8 

0 
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which produces a rotation through an angle 8 about the z-axis, is orthogonal. 
(b) What is det T? 

1 1-6. In a representation with L2 and L. diagonal, obtain all the vectors 
which are simultaneously eigenvectors of Lz and L 2 with the eigenvalue of L 2 
equal to 21i2• (Use the matrix of Problem 1 1-5.) 

1 1-7. A projection operator is an operator which projects a vector on a sub­
space. For example, the operator 

[� 
projects the vector 

0 

1 
0 �] 

on a two-dimensional subspace to give 

(a) Show that any projection operator P satisfies the equation P2 - P - 0 
and has eigenvalues 1 and 0. (b) Show that the integral operator 

P "(r) = J u"(r)u;;(r') dr' 
projects any vector t/t(r) on the coordinate axis of Hilbert space defined by the 
normalized unit vector u"(r) . (c) Show that a. projection operator is Hermitian. 
(d) Show that 

1 " ( . ) 
P == - � exp 2r � !1. L. n 1 A n  ,_ 

is a projection operator for the subspace for which the quantum number mz 
takes on all values which are integral multiples of n. 

1 1-8. If A is a Hermitian matrix, prove that exp (iA) is a unitary ma.ttix. 
1 1-9. (a) Show that in a Heisenberg representation, the operator 

Q = P sin wt - mwX cos wt 

for a simple harmonic oscillator is time-independent. (b) Is it a constant of the 
motion? (c) Can it be simultaneously diagoilalized with the Hamiltonian? 



CHAPTER 12 

SPIN ANGULAR MOMENTUM 

12-1 Matrix representation of angular-momentum operators. Some of 
the results of the last chapter will now be applied to the very important 
subject of angular momentum. First the matrix formalism for orbital 
angular-momentum operators will be developed. The set of functions 
which are spherical harmonics have been seen to form an orthonormal 
set of functions in the sense that 

(12-1) 

Consequently, one can expand any wave function in terms of this set of 
spherical harmonics : 

1/1 = L: azm(r, t) Yzm(B, c/>) . (12-2) l ,m 
The expansion coefficients are given by 

(Yzm, '1/t) = azm, (12-3) 

where the integral is taken over angle variables only. The matrix ele­
ments for the z-component of the angular-momentum operator in this 
representation are 

(12-4) 

In a similar manner, the matrix elements of the square of the angular 
momentum are 

(12-5) 

Written out in matrix form, the matrices representing Lz and L2 have the 
form: 

0 I 0 I 0 I 0 - - + - - - - - + - - - - - - - - - + - -1 1 0 0 1 I 
o I o o o 1 o II o I o o - 1  1 - - + - - - - -� - - - ---- - - � - -

1 I 2 
1 l 

o I o I o I o I I _1 I I I 2 I - - L - - - - -� - - - - - - � - + - -1 I I 
189 

(12-6) 
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0 I 0 I 0 I 0 - - � - - - - � - - - - - - - � - -
1 2 I I 0 1 2 I 0 I 0 
I 2 1 I - - r - - - - � - - - - - - - � - -
1 I 6 I 
I I 6 I 

o 1 o I 6 1 o 
I I 6 I I 1 6 I 1 - - t - - - - ---y- - - - - - - -r- - -

[CHAP. 1 2  

(12-7) 

It should be noted that in these matrices all elements are zero except 
those on the diagonal and that on the diagonal are the eigenvalues of the 
corresponding operators. The rows and columns of the matrices have 
been so ordered that as one moves from the upper left-hand corner down­
ward, the index l increases one unit every 2l + 1 rows, while the index 
m decreases by one unit in going from row to row, starting with m = l 
in the upper row of each l-submatrix. 

The matrices Lz and L 2 have thus been evaluated in the representation 
in which they are diagonal. The next problem is that of calculating the 
matrix elements for the operators Lz and Ly. To do this, use is made of 
the operators L+ and L_ as defined earlier. From Eq. (9-59) , we have 
directly 

L_ Yzm = V(l + m) (l :- m + 1) hYz,m-1·  (12-8) 

From this, we can evaluate the matrix element of L_:  

[L_1 zm, l'm' = ( Yzm, L_ Yz'm') 

= vcz' + m') (l' - m' + 1) li az z' am,m'-1 ·  (12-9) 

Since the operators L+ and L_ are Hermitian adjoints, 

(12-10) 

Hence the matrix elements of L+ and L_ are related to each other by 

[L_] zm, l'm' = [L+] Z'm' , lm• (12-11) 
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Writing these results in matrix form gives 

L_ = h 

0 I 0 I 0 I - - � - - - - - - � - - - - - - - - � -0 0 0 
o I - "2  o o I o I I v �  I I I 0 V2 0 l I 

- - � - - - - - - r o _ o _ o -o o ' -1 l 2 o o o o  I 
o I o 1 o v'6 o o o I 1 I o o y'6 o o  I l : o o o 2 0  I ,- - � - - - - - - T - - - - - - - - �-
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(12-12) 

The matrix L+ is, of' course, obtained simply by reflecting the elements 
of L_ across the diagonal (and taking the complex conjugate) . The 
matrix Lx then can be obtained from L+ and L_ by making use of 

The L11-matrix can be obtained in similar fashion : 

Thus 

and 

h L - -11 - v2 

-i L71 = z (L+ - L_) . �-+--Q_ _ _ �_Q_ 
I 0 1 0 I 
I 1 0 1 1 0 I 0 1 0 I 

1 o- -r - -o- - -r - -

�-+---�---+-�-1 o -� o I 1 i o -i I o 
0 . 0 _ j_ _ _  _:_ _ __ _j_ _ _  I 0 I 0 I 

(12-13) 

(12-14) 

(12-15) 

(12-16) 

The matrix formalism for the orbital angular-momentum operators 
having been developed, we now consider the spin angular momentum 
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of the particle. If the independent variables which can be measured 
simultaneously include an internal variable for the particle describing 
the spin orientation, the wave function can be expanded in terms of the 
eigenfunctions of this variable : "' = :E am,(r, t)l/>m,· ( 12-17) 

m,--a 

The spin functions l/>m, occurring in this equation may, in some future 
more complete theory, be a function of some internal variables of the 
particles, perhaps including the positions of subparticles out of which the 
"particle" is constructed. Fortunately, for problems not involving internal 
structure, it is not necessary to know these internal variables. As has been 
seen, it is possible to work with the coefficients am,, which for the ex­
pansions in question are functions only of the position of the particle and 
time, and carry in the subscripts all reference to the spin angular mo­
mentum. 

To illustrate the formalism, consider first a particle having a spin 
angular momentum of h. In general, the spin of a particle is fixed and 
only its orientation can change. Consequently, the operator 82 has a 
definite quantum number which is simply a constant. For the case of 
spin one under consideration, there are only three possible orientations 
for the spin, and the wave function can be written as a column matrix : 

[ al (r, t) ] 1/1 = ao(r, t) = 1/l(r, t, l/>m,) , a_1 (r, t) (12-18) 

where m, can take on only the values 0, ±1 .  The matrix elements ai are 
functions of the position of the particle and time. The matrices for 
the three components of the spin angular momentum are obtained di­
rectly from Eqs. (12-6) , (12-15) , and (12-16) simply by selecting the 
block in the matrix which refers to the (l = 1)-states : 

A rO 1 OJ s = _!_ r� -i :il Sx = V2 � 0 1 ' 0 
1 0 

11 V2 0 i 
(12-19) 

S, = A [� 0 � l  0 
0 - 1 
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In similar fashion, 52 can be written directly from Eq. (12-7) : 

(12-20) 

This is seen to be essentially the identity matrix. The eigenvalue equa­
tion for 8,� is 

(12-21) 
or, in matrix notation, 

(12-22) 
This corresponds to a set of linear equations in the three unknown 

components of '1/1 that is homogeneous and has a nontrivial solution 
only when the determinant of the coefficients vanishes : 

det (S,� - m,l) = 0. 
If the determinant is expanded, one obtains 

m,(m: - li2) = 0, 
which has roots 

m, = li, 0, -li. 

(12-23) 

(12-24) 
(12-25) 

This result is hardly new, but it was obtained to illustrate the algebraic 
techniques. 

In this formalism, ja1 l 2 is interpreted as the probability that the 
z-component of S will have the value +li when the particle is located at 
a particular point r. The expectation value of 8,� can be written as 

(12-26) 

In matrix notation this can be written as 

(12-27) 

If the column vector is normalized to unity, the denominator is unity. 
Here the star stands for the Hermitian adjoint matrix, which as defined 
before is formed by interchanging rows and columns and taking the 
complex conjugate of each element. A13 an example, 

(12-28) 
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I t  may b e  easily verified that the proper average value for the other two 
components of the matrix can also be written in this fashion, so that 

.,Y*S.,Y (S), = '1/1*'1/1 . (12-29) 

If, instead of specifying that the particle be located at point r, we average 
over all possible positions of the particle, we find that the expectation 
value for the spin angular-momentum vector of the particle is 

(S) = ('1/1, Sl/;) = f .,Y*S.,Y dr, (12-30) 

where the 1/;'s are assumed to be normalized. Here the parentheses nota­
tion is meant to signify an integration over all position coordinates and a 
summation over all spin variables given by the matrix product. 

12-2 Systems with spin one-half. Systems with spin one-half are of 
especial interest, since this is the spin encountered in the stable particles : 
electrons, positrons, protons, and neutrons. (The neutron is stable only 
in an atomic nucleus.) In this case, the wave function is of the form 

'1/1 = [ a1 1 2 (r, t) ] ·  
a-1 12(r, t) 

(12-31) 

Making use of a procedure identical to that used above, one can obtain 
the spin angular-momentum component operators in matrix form : 

"' [0 1] Sx = 2 1 0 ' 
h [ 1 Sz = 2 0 

The operators a === (2/h)S are known as the Pauli spin operators. 

(12-32) 

Note that for particles with spin one-half, there are only two possible 
orientations (eigenstates) of the spin with respect to some fixed direction 
in space, usually taken as the z-axis. These are commonly referred to 
as the orientations in which the spin is either parallel or antiparallel 
to z. However, the length of the spin vector is much greater than its pro­
jection in the z-direction. This situation can be represented by a vector 
model, as in Fig. 12-1 . This is a way of visualizing the possible orienta­
tions of the spin vector in space. For example, when Sz is positive, the 
spin vector lies somewhere on the surface of a cone, although it is not 
possible to specify exactly the x- or y-components. In fact, the expecta­
tion values of Sx and Sy for the state characterized by Sz = +h/2 are 
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FIG. 12-1.  A vector model of the angular momentum of a spin one-half 
particle. 

zero. However, in this case the expectation value of both S� and S� are 
not zero but are equal to 11,2/4. 

The component operators have the following simple algebraic properties : 

(this is expressed by saying that Sz and Su anticommute) ,  

and 

52 = s! + s� + s� = 
3��,2 • 
4 

(12-33) 

(12-34) 

(12-35) 

12-3 Electron-spin precession. Before treating the quantum-mechan­
ical case, it is worth considering what behavior we would expect classi­
cally from an electron whose spin angular momentum is taken to arise 
from rotation of the charged mass of the electron about an axis through 
its center, if it is placed in an externally applied uniform magnetic field. 
The effect of such a magnetic field is to produce a torque tending to line 
up the spin axis of the electron parallel to the magnetic field. This torque 
produces a precession of the spin axis about the direction of the mag­
netic field ; in other words, the particle acts like a gyroscope because of its 
spin angular momentum. Any torque tending to line up the spin axis 
and the magnetic field results only in a precession of the spin about the 
field. The classical situation is shown in Fig. 12-2. 

Now consider the quantum-mechanical treatment of an electron in a 
magnetic field. An electron has a magnetic moment parallel to its spin 
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axis, and consequently we can associate with i t  a magnetic-moment 
operator 

e p. = - - 5. me ( 12-36) 

[Strictly speaking, the factor -(e/mc) in this equation is only approxi­
mate. Careful measurements show that it should be roughly 0.1% larger. 
A detailed discussion of the reasons for the size of the moment is outside 
the scope of this text. The magnetic field is being treated as a classical 
entity. If the field as well as the electron is given a quantum treatment, 
it can be shown that the factor - (e/mc) should be modified by so-called 
"radiative corrections, " which introduce a change of about 0. 1% in this 
proportionality factor.] If one neglects all other contributions to the 
energy of the electron (such as kinetic energy of translation) and con­
siders only the interaction between the electron spin and a magnetic 
field, the expression for the energy, which can be taken as the Hamil­
tonian of the system, is 

H = -p. · CB = + � CB • 5. (12-37) 

The magnetic field is given by the vector CB. In the particular case of a 

FIG. 12-2. Classical model of a particle with both angular momentum and a 
(parallel) magnetic dipole moment, when placed in a magnetic field. The torque 
acting on the magnetic dipole tends to make the angular momentum precess 
around the applied magnetic field. 
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FIG. 12-3. The two possible energies of an electron spin when placed in a 

uniform magnetic field. 

uniform static magnetic field <B0 in the z-direction, this becomes 

e H = + - <BoSz. me ( 12-38) 

The values for the spin energy in this magnetic field are given by the 
eigenvalues of the time-independent Schrodinger equation 

H1/l = E1/l. (12-39) 

Since the eigenvalues of Sz are ±(h/2), the two possible energies of the 
electron spin are as indicated in Fig. 12-3. The corresponding energy 
states are those for which the electron spin is either parallel or antiparallel 
to the magnetic field. 

To investigate the q�antum-mechanical analogue of the classical spin 
precession when the spin is initially not along the field (z-axis), assume 
that at time t '  = 0 the component of the spin angular momentum parallel 
to the x-axis is measured and that the value ih is obtained. This means 
that at this time the wave function is an eigenfunction of the operator 
Sz, with the eigenvalue iii : 

1/1(0) = _1 [1] . 
v'2 1  

The Schrodinger time-dependent equation 

(12-40) 

(12-41) 

must be satisfied by the electron wave function. It is readily seen that 
the wave function 

1/l(t) = _1 [exp ( �t)l ' 
y'2 (iwt) exp 2 

{12-42) 
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where w has the value 
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e<Bo w = - , 
me 
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(12-43) 

satisfies the Schrodinger equation (12-41) and the initial condition of 
Eq. (12-40) . With this state vector, at time t = 0 

(12-44) 

Thus, at time t = 0 the spin is lined up in the positive x-direction. On 
the other hand, at the later time t = 1rj2w, from Eqs. (12-32) and (12-42) , 

(12-45) 

This says that at this later time, the spin points in the positive y-direction. 
In a similar manner, 

(12-46) 

indicate that at a later time the spin can be found pointing in the negative 
x-direction and, at a still later time, in the negative y-direction. The 
precession of the spin about the field <Bo occurs at a frequency w, given by 
Eq. (12-43). This precession frequency is identical to that computed 
classically under these conditions. The closeness of this quantum­
mechanical precession to the classical result is seen more readily by com­
puting the expectation value for the spin in the x-direction : 

, 
= 2 cos wt, (12-47) 

where it is seen that the average value of the x-component of the angular 
momentum oscillates with the angular frequency w just as it does in the 
case of the classical motion of a gyroscope. The y-component can be 
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shown in a similar way to oscillate at the same frequency : 

{Su) = � sin wt. (12-48) 

This result can be seen in still another way. Consider the operator de­
fined by 

st = Sx cos wt + Su sin wt, (12-49) 

which represents the component of the spin in the xy-plane along a line 
rotating with circular frequency w about the z-axis. Direct substitution 
shows that the wave function of Eq. (12-42) is an eigenfunction of this 
operator : 

n st If = 2 1/1. (12-50) 

This equation states that the spin has a constant component n/2 along 
this rotating line, which is a result identical to that obtained above by 
somewhat different considerations. 

12-4 Paramagnetic resonance. Next, a somewhat more difficult but 
at the same time more interesting problem will be considered, namely, 
the situation of a system of electron spins in a uniform static magnetic 
field with an oscillating magnetic field perpendicular to the static field. 
The transitions between energy states caused by the oscillating field or, 
in other words, the probability that photon absorption and emission will 
lead to jumps from one energy state to another energy state, will be 
investigated. 

First, however, we must consider how a system of spins, rather than 
one individual spin, should be treated. To do this, the static magnetiza­
tion of a system containing N electrons per unit volume which are free 
to orient their spins with respect to the magnetic field will first be cal­
culated.. The electrons are assumed to be in thermal equilibrium with 
their surroundings at an absolute temperature T; for simplicity, we 
will make the additional assumption that the average thermal energy 
of each spin, kT, is large compared with the interaction energy of the 
spin with the magnetic field. In other words, 

kT >> l e:o l ·  (12-51) 

We shall assume that the probability that an energy state will be 
occupied is proportional to the Boltzmann factor, exp (-E /kT) . This 
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assumption will be justified in Chapter 18. Consequently, the magnetiza­
tion of the medium is given by 

M = _ N [exp ( -eliffio/ mckT) - 1] � ! eli<Bo N P.z exp· ( -eli<Bo/ mckT) + 1 2 P.z mckT 

The corresponding magnetic susceptibility of the medium is 

M e21i2N X = - = . 
<Bo 4m2c2kT 

(12-52) 

(12-53) 

Making use of the connection between magnetic susceptibility and the 
permeability of the medium, we have for the permeability 

(12-54) 

This formula correctly predicts the permeability of spin-paramagnetic 
materials such as certain organic free radicals and ammonia solutions 
of alkali metals. 

To return to the dynamic problem of a spin in a large static magnetic 
field . acted upon by a weak oscillating magnetic field perpendicular to the 
static field, let us assume that the driving field oscillates at a frequency 
approximately equal to the precession frequency of the electron spin in 
the static field. It is possible to replace the oscillating magnetic field by 
two rotating magnetic fields, rotating in opposite directions in such a 
way that the sum of the two rotating field vectors is a vector in the di­
rection of the oscillating field. The rotating fields are taken to lie in the 
plane perpendicular to the static field. Only the component of the mag­
netic field rotating in the same direction as the precession of the electron 
spin plays a significant role in producing energy transitions from one 
energy level to the other; the other component produces only a small 
rapid nutation of the spin axis. Consequently, the development will be 
simplified if we assume that only this rotating magnetic field exists ; the 
other rotating component will be ignored (see Fig. 12-4) . The static mag­
netic field is taken to be in the direction of the positive z-axis, with the 
rotating field in the xy-plane. The interaction of the two magnetic fields 
with the electron spin gives a Hamiltonian of the form 
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2 <B1 cos(wt + 8) 

FIG. 12-4. (a) Decomposition of a linearly polarized oscillating magnetic field 
into two oppositely rotating magnetic fields. Only the component of the linear 
field rotating in the same direction as the precession of the electronic spin 
magnetic moment is effective in interacting with it, as shown in (b) . 

(The choice of <B 1 as the amplitude of the rotating field implies an oscillat­
ing field of amplitude 2<B1 .) From Eq. (12-32), the Hamiltonian has in 
matrix notation the form 

H _ � [ <Bo <B1 exp ( -icAJt)] • - 2mc <B1 exp (icAJt) -<Bo (12-56) 

This is a Hamiltonian which depends explicitly on the time ; energy is not 
conserved. The Schrodinger equation still has its original form under 
these circumstances, so that the wave function must still satisfy the 
equation 

(12-57) 

It is convenient to look for the so-called normal, or stationary, solutions 
to this equation, that is, solutions for which the probability that the 
electron will be found in each of the two energy states is constant in time. 
Such a normal solution has the form 

(12-58) 
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It is clear that this is a stationary solution in the above sense, for the time 
appears only in phase factors of modulus 1. If a solution of this form is 
assumed and is substituted into Eq. (12-57) , the result is 

(12-59) 

This represents an equality between two column vectors ; each element 
of one column vector can be set equal to the corresponding element of the 
other, giving the two equations [� + !(wo - w)]a1 + !w1a2 = 0, 

!w1a1 + [� - !Cwo - w)]a2 = 0, 

where w1 and w0 are defined by 

e<Bo wo = me .  

(12-60) 

(12-61) 

Equations (12-60) are a set of two homogeneous equations in two un­
knowns that have a nontrivial solution only if the determinant of the 
coefficients vanishes : 

I � +  !(wo - w) !w1 '  I = O. !w1 � - !Cwo - w) 
(12-62) 

Multiplying out the determinant leads to the characteristic polynomial � 2 - i(wo - w)2 - tw� = 0. (12-63) 

This has the two roots for �' � = ±!V (wo - w)2 + w�. (12-64) 

Either of the equations (12-60) can be solved to give 
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These repreient the stationary-state wave functions associated with the 
two roots >.. The remaining discussion will be simplified slightly by 
assuming that the rotating field is exactly at resonance : its frequency 
is exactly equal to the normal precession frequency of the spin. Then 

and Eq. (12-64) becomes 
w = w0, 

). = ± Wt . 2 
Equation (12-65) becomes in this case 

(12-66) 
( 12-67) 

(12-68) 
From these relations, the normal solutions to the eigenvalue problem 
are found to be [ (-iwot) l 

1 exp ---2---
1/l±(t) = y'2 exp (±iw1t) (iw t) ' =F exp -j-

where a1 has been chosen so as to normalize 1/1. 

(12-69) 

An energy transition from one energy state to the other will now be 
investigated. (Such an energy transition is called a spin flop by workers 
in the fields of nuclear and paramagnetic resonance.) Assume that at 
time t = 0, the spin of the electron has been measured and has been 
determined to be exactly in the positive z-direction. In this case, the 
wave function has the form 

1/l(t = 0) = [�l (12-70) 
Choose a linear combination of the two stationary states given by 
Eq. (12-69) such that the resulting function has this form when t = 0 
(but only then) . The required linear combination is 

1 1/l(t) = y'2 [1/l+(t) + 1/1-(t)]. (12-71) 
Written out completely in column-vector form, this is 

1/l(t) = . [ cos ( w�t) exp ( -�ot) l 
-i sin ( w�t) exp (i�ot) 

(12-72) 
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It is apparent upon inspection that at time t = 0 this wave function is 
such that the spin is pointing in the positive z-direction. On the other 
hand, at the later time CAJ1t = 1r, the wave function is such that the 
z-component of the spin angular momentum is equal to -ih; in other 
words, the electron spin has "turned over " from pointing in the positive 
z-direction to pointing in the negative z-direction. At the still later time CAJ1t = 21r the electron spin is again pointing in the positive z-direction, 
so that the electron spin has again flopped over. Thus it can be seen that 
the electron spin flops back and forth between the positive and negative 
z-directions. There are times in between at which one cannot say with 
certainty whether the electron is pointing in a positive z-direction or a 
negative z-direction ; there is a nonzero probability that a measurement 
of the component may lead to either value. 

It is worth discussing briefly the validity of the type of calculation 
which has just been made. The electron spin has been treated quantum­
mechanically, while the radiation field was treated, not as a dynamical 
system, but as an externally given force field acting on the particle. In 
other words, no quantum-mechanical effects associated with the radia­
tion field itself were considered. It is clear that this procedure cannot 
lead to the concept of photons. This classical type of treatment of the 
field is valid if there are so many photons present in the electromagnetic 
field that one is dealing with very large quantum numbers for the field. 
Such a treatment can correctly describe the stimulated emission of radia­
tion by an atomic ·system or the rate of absorption of energy by an atomic 
system, but it cannot give the spontaneous radiation rate of an atomic 
system, for this is intimately associated with quantum effects in the 
electromagnetic field. A treatment in which the rotating field is properly 
quantized shows that during a spin flop one photon is either absorbed from 
or emitted into the rotating field. 

Finally, the results just obtained for an isolated spin must be related 
to the case of a system of many electrons. As seen at the beginning of 
this section, a system of electrons that comes into thermal equilibrium 
with its surroundings while in a static magnetic field of strength <B0 
has a resultant macroscopic magnetization given by Eq. (12-52) . This 
can be considered to arise from the assemblage of N electrons, with 

(-eh<Bo) [ (-eh<Bo) ]-1 N exp 
mckT exp mckT + 1 

initially in the high-energy orientation with spin antiparallel to the 
field CB0, and with 
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initially in the low-energy orientation with spin parallel to CB0. A similar 
analysis to that given above for a spin originally in the negative z-direction 
shows that such a spin, originally opposite in orientation to the positively 
directed spin, remains so throughout the spin-flop process. The original 
cancellation of the magnetic moments of the spins is retained under the 
action of the oscillating field, and two such spins may be said to be 
"paired off. " Only the excess spins in the more heavily populated state 
produce the net magnetism. This net magnetic moment arising from 
the "excess " spins originally in the positive z-orientation has the dynamical 
behavior of the isolated spin .treated above ; the entire macroscopic mag­
netization thus undergoes the indicated succession of flops. 

12-5 Summary. In this chapter, the matrix representations of angular­
momentum operators were developed, starting with an L.- and L2-
diagonal representation of orbital angular-momentum operators. The 
algebraic properties of these operators developed earlier were used in 
the treatment. The important case of systems with spin one-half was 
next treated in some detail, and a classical vector model of such a system 
was given. Electrons were seen to have a quantum analogue to their 
classical gyroscopic precession about a static magnetic field. The quantum­
mechanical description of the effect of a weak oscillating field perpendicu­
lar to the static field was seen to be the same as the classical description : 
the electron undergoes a succession of "spin flops " as its spin turns over 
with respect to the static field in response to the driving torque of the 
oscillating field. Finally, the macroscopic magnetizatioh of a collection 
of spins was shown to behave quite like an isolated spin. 
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PROBLEMS 

12-1 . (a) Show that the {3 X 3)-submatrix of Lz corresponding to l = 1 
satisfies the equation 

Lz{Lz + h) {Lz - h) = 0. 

(b) Is this equation valid for l = 2? (c) Do the corresponding equations hold 
for Lu and L,? (d) Show that for the (l = 1)-submatrix only, 

(ifJLz) 
( 8 ) 

L� + . . fJ Lz 
+ exp T = cos - 1 h2 � Sin · f& 1 .  

12-2. (a) Show directly from Eq. {12-32) that the operators Sz, 511, and S, 
for spin one-half particles satisfy the correct commutation rules. (b) Show 
that they anticommute and that 

(c) What are the eigenvalues and eigenvectors of Sz and Su? (d) Show that 

(e) What is S2? 
12-3. The matrices tTz and u11 are each Hermitian, unitary, and nonsingular, 

and they anticommute. Discuss the corresponding properties of the matrices U+ = Uz + iull and q_ = Uz - Wu• 
12-4. A particle has a spin of h/2. A measurement is made of the sum of 

its x- and z-components of spin angular momentum. (a) What are the possible 
results of this measurement? 

After this measurement is made, the y-component of the spin is measured. 
(b) Calculate the probabilities of obtaining the results ±{h/2) . 

12-5. A beam of particles of spin h/2 is sent through a Stern-Gerlach ap­
paratus, which divides the incident beam into two spatially separated compo­
nents depending on the quantum numbers m. of the particles. One of the 
resulting beams is removed and the other beam is sent through another similar 
apparatus, the magnetic field of which has an inclination a with respect to that 
of the first apparatus. What are the relative numbers of particles that appear 
in the two beams leaving the second apparatus? Derive the result using the 
Pauli spin formalism. 

12-6. Show that the unitary operator exp [(i/h)fJn · 5] satisfies 

(i 8 s) 8 + . 2n · S . 8 
exp - n · = cos - � -- sin - ' 

h 2 h 2 

where n is a constant unit vector and a = j-. [Hint: First show it for n = i, 
j, k, where i, j, and k are unit vectors along the x-, y-, and z-axes respectively.] 
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12-7. A particle of spin one and magnetic moment p. is in a magnetic field 

of strength ffi. At t = 0 the component of the spin along an axis at an angle (J 
with respect to the field is measured and found to be mh. What is the proba­
bility as a function of time that a remeasurement will yield the eigenvalue m'h? 
First use a Schrodinger representation. Then use a Heisenberg representation 
by calculating the expectation value of the appropriate projection operator, (Pm'). (See Problem 1 1-7.) 

12-8. (a) Discuss the behavior of a spin one-half particle subjected to a weak 
oscillating magnetic field perpendicular to a strong static magnetic field for the 
case in which the oscillating field is off resonance. (b) What is the wave func­
tion for a particle found to have its spin along +z at t = 0? (c) What is the 
classical behavior of such a spin for t > 0? 

12-9. (a) For a particle of  mass m, define the operator 

where P is the momentum operator and a is given by the Pauli operators. Note 
that T112 commutes with the kinetic energy T = ( 1/2m)p21 and with P. (b) Show 
explicitly that T = (T112) 2• (c) Show that T112 has the eigenvalues ±E112, where 
E is the kinetic energy of the particle. (d) Find simultaneous eigenfunctions of 
J112, T, and P in the form 

[:] exp (ik · r) ,  
where a and b are constants. (e) Show that the parity operator converts an 
eigenstate of T112 into an eigenstate with the eigenvalue of opposite sign. 



CHAPTER 13 

TRANSFORMATIONS OF REPRESENTATIONS 

13-1 Introduction. As was seen in Chapter 1 1, there can be an infinite 
number of representations of the quantum-mechanical formalism, de­
pending on the choice of the (complete) set of base functions. The prob­
lem which will now be considered is how to express a representation in 
terms of one set of base functions when it is known in terms of another, 
that is, how to transform between the two representations. 

Consider two different representations based upon the orthonormal 
function sets Uk and v;. Since each set is assumed to be complete, the 
functions v; can be expanded in terms of the uk : 

(13-1) 

Multiplying this equation on both sides by the corresponding expression 
for Vi and integrating over all space gives 

(vi, v;) = :L; TizT;k(uz, UJ:) . (13-2) 
l,k 

Since the sets are orthonormal, this becomes 

�ii = :L; TizT;k �zk 
l,k 

= :L; T ikT ik· J; 
Using matrix notation, this can be written as 

1 = n•. 

(13-3) 

(13-4) 

This implies that the Hermitian adjoint T* of T is equal to its inverse r-1,  
that is, that T must be unitary. 

If the representation of a wave function l/t with the v; as base functions 
is l/1' with elements 

1/1; = (v;, l/t), 

a substitution from Eq. (13-1) gives 

1/1; = L T ;�;( u�;, l/t) = L T ;�;l/tA:, J; J; 
208 

(13-5) 

(13-6) 
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where 1/tk is an element of the representation based on the Uk. This equa­
tion can be written in matrix notation as 

'1// = Tl/1. (13-7) 

It is clearly the desired transformation equation for a wave function. 
In a similar way, the v;-based representation of the operator Q has 

elements 
Q�; = (vi, Qv;) . (13-8) 

Again using Eq. (I 3-1), one obtains 

Q�; = L: TikT;z(uk, Q uz) 
k, l  

L: TikQkzT!;, (13-9) 
k, l  

or 
Q' = TQT*, (13-10) 

as the desired operator transformation. Since T is unitary, this can be 
written as 

Q' = TQT-1•  (13-1 1) 

A transformation of a matrix in accordance with Eq. (13-11) is called 
a similarity transformation. If" the matrix T is unitary, as above, the 
transformation is said to be unitary. Matrix equations are left invariant 
under a similarity transformation. For example, consider the equations 

W = QR, 
TWT_1 . = TQRT-1 = TQT-1TRT-1, (13-12) 

W' = Q'R'. 

In a similar way, it is readily shown that matrices reciprocal to each other 
remain reciprocal after a similarity transformation. 

The more restrictive unitary transformation has properties not shared 
by the general similarity transformation. For example, the Hermitian 
property is invariant under a unitary transformation but not necessarily 
under a general similarity transformation. To see this, form the Hermitian 
adjoint of Eq. (13-1 1) : 

Q'* = r-hQ*T*. {13-13) 

Note that the order of the factors on the right is reversed when the Hermi­
tian adjoint is formed [see Eq._ (1 1-23)]. This can be seen by writing out 
Eq. (13-1 1 ) in component form and taking the Hermitian adjoint, using 
Eq. (11-22) . With the assumption that T is unitary, we find that Eq. 
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(13-13) becomes 
(13-14) 

Thus the unitary transforms of matrices adjoint to each other are adjoint. 

13-2 A geometrical analogue-Hilbert space. In this section a very 
important geometrical analogue to the quantum-mechanical formalism 
wiiJ be developed. An ordinary three-dimensional vector is conveniently 
expressed in terms of its cartesian components ; these can be represented 
by a column vector : 

(13-15) 

A linear mapping in three-dimensional space is a linear transformation 
which maps (transforms) a vector a into another vector a' in accordance 
with 

a' = Ra. (13-16) 

R is a square (3 X 3)-matrix. The correspondence between this mapping 
in three-dimensional space and the transformation of the representation 
of a wave vector given by Eq. (13-7) is obvious, and accordingly it is often 
profitable to consider the wave function of quantum mechanics as a state 
vector in a suitable vector space. This vector space, to be suitable for 
quantum formalism, must usually be of infinite dimensions and complex 
(that is, the components of vectors can be complex numbers) . Such a 
space is called a Hilbert or functional space. 

There is a correspondence of certain operators, as well as of vectors, 
between the three-dimensional geometrical space and Hilbert space. Cor­
responding to the scalar product of two ordinary vectors (see Fig. 13-1 ) ,  

(13-17) 

there is the scalar product of two complex functions ..Y' and .,Y. This scalar 
product, defined by (1/1', .,Y) , can be expressed in terms of a matrix repre­
sentation by 

(1/1', 1/1) = :E 1/I�...Yk(u;, uk) = :E ..Y�-1/1; 
i,k i 

(13-18) 

Two ordinary three-dimensional vectors are orthogonal when 

a . b = ab = a*b = 0. (13-19) 
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FIG. 13-1 . Geometrical relations in  the scalar product of two vectors a and b · 

The corresponding condition for state vectors in Hilbert space is the 
vanishing of Eq. (13-18) : 

y/*t/; = 0. (13-20) 

An ordinary vector has unit length when 
a .  a = aa = a *a = 1 .  (13-21)  

The corresponding condition in Hilbert space is  that the function t/; be 
normalized : 

(t/1, t/1) = t/1*'1/1 = 1 .  (13-22) 

A very important linear mapping of three-dimensional vectors is that 
which corresponds to a rigid rotation of the vector system relative to the coordinates or, equivalently, to a rotation of the coordinate axes with the 
system of vectors held fixed. Such a rigid rotation carries a system of orthogonal unit base vectors into another orthogonal system. Also, such 
a linear transformation can be characterized in part by the requirement that the scalar product of any two vectors be left unchanged. The cor­
responding mapping in Hilbert space is the transformation of the repre­
sentation from one set of orthonormal base 'functions, u;, to another, Vj. Here, 

(13-23) 

where the t/li are the components of the complex vector t/;. The trans­
formation to the different basis with base functions vi is carried out by a unitary transformation, according to the earlier discussion [see Eq. (13-7)] : 

t/1' = Tl/1. (13-24) 
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The scalar product of two state vectors a' and b' is 

(a', b') = a'*b'. {13-25) 

Applying the transformation of Eq. {13-24) , 

a' = Ta, 

b' = Tb, 
(13-26) 

the scalar product becomes, since T is unitary, 

a'*b' = {Ta) *Tb = a*T*Tb = a*b. {13-27) 

Thus scalar products are left invariant under a unitary transformation, 
and such a transformation can accordingly be interpreted as a coordinate 
rotation in Hilbert space. This is vital to the consistency of the formalism, 
for the physically measurable expectation value (l/1, QY!) of any operator 
Q is clearly a scalar prOduct and must be an invariant with respect to 
choice of base functions if the postulated physical meaning is to be given 
to such an expression. 

Note from Eq. {13-27) that a unitary transformation preserves the 
orthogonal character of vectors. An orthonormal set of vectors remains 
orthonormal after a unitary transformation. 

There is an interesting and significant difference between rotations in 
an ordinary real vector space and in a Hilbert space. In a real vector 
space, coordinate rotations (more properly, orthogonal transformations) 
may be divided into two classes, ordinary or proper rotations, and improper 
"rotations. " Improper rotations reflect the coordinate system from a 
right-handed system into a left-handed system. This distinction does 
not exist for a Hilbert space. All unitary transformations are simply 
"rotations. " 

13-3 Eigenvalue equations. The eigenvalue equation 

when expressed in a matrix representation, becomes 

{13-28) 

(13-29) 

This equation represents a homogeneous set of linear equations, which 
for a finite-dimensional space has a nontrivial solution for 1/1; if and only if the determinant of the coefficients vanishes : 

det [Q - ql] = 0 {13-30) 
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(the subscript of q has been dropped for convenience) . If the (finite) 
space is n-dimensional, this equation becomes, upon expansion of the 
determinant, an nth-order polynomial in q: 

(13-31) 

This is known as the characteristic polynomial. If we write the n roots of 
this equation as q;, we can factor the polynomial : 

From this, it can be seen that 

Cn = (- It II qi = (- 1)nqlq2q3 · · · qn. i 

(13-32) 

(13-33) 

It can also be seen directly from the expansion of the determinant of 
Eq. (13-30) that the trace (or spur) of the matrix Q, which is defined as 
the sum of the diagonal elements of the matrix, is given by 

tr Q = L: Qii = -c1 = L: qi, i (13-34) 

and is equal to the sum of the eigenvalues of Q. Similarly, the determinant 
of the matrix Q is given by 

(13-35) 

and is equal to the product of the ·eigenvalues of Q. 
The eigenvalue equation, Eq. (13-28) , is unchanged in form under a 

similarity transformation, as can be shown by arguments similar to those 
leading to Eq. (13-12) . From this, the eigenvalues are unchanged, imply­
ing that the characteristic polynomial is also unchanged and that the co­
efficients of this polynm;nial, including the trace, - c � ,  are invariant under 
similarity transformations. The determinant of the matrix is also un­
changed, from Eq. (13-30) . 

It is possible to write the matrix eigenvalue equation, Eq. (13-29) , 
in the form 

(13-36) 

where T is an n X n matrix having the n columns t/t;, and Qd is an 
n X n diagonal matrix with elements 

(13-37) 
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For a Hermitian matrix Q, the vectors 1/lj can always be chosen to  be an 
orthonormal set. Assuming that this has been done, we find that 

T*T = I  
and 

(13-38) 
(13-39) 

Hence any Hermitian matrix Q can be diagonalized by this unitary trans­
formation. The eigenvalues of Q appear on the diagonal of Qd. 

13-4 Group properties of unitary transformations. Two unitary trans­
formations applied in sequence are equivalent to another single unitary 
transformation. This is defined as the product transformation. Such 
multiplication is associative. The unit transformation exists and trans­
forms any unitary matrix (of equal dimension) into itself. In addition, 
for any transformation T there exists an inverse transformation such that 
TT* = I. These are the algebraic properties of a group, and the set of all 
unitary transformations on an n-dimensional space is said to form a group. 

13-5 Continuous matrices. Thus far, the discussion of representation 
transformations has considered only discrete sets of base functions. This 
section will consider how continuous matrices act under transformations. 

One representation of considerable interest is the Fourier representation. 
Certain simple aspects of this representation have already been discussed 
in Chapter 4. Here, instead of following the methods that were employed 
there, we will use geometrical ideas. First let us employ the position­
diagonal representation (Eq. 11-69) and then use a unitary transformation 
(a rotation in Hilbert space) to transform the representation to one in 
which the momentum operator is diagonal. In the position-diagonal 
representation, the momentum operator 

P = -ihV (13-40) 
can be considered to be a continuous matrix with elements 

P(r, r') = P �(r - r') . (13-41) 
From the discussion in connection with Eq. (13-36), the desired unitary 
matrix is U, whose columns consist of the normalized eigenfunctions of the 
operator P. These were developed earlier (Eq. 6-50) for the one-dimen­
sional case ; the three-dimensional eigenfunctions are ( 1 )3/2 (ip ') U(r, p) = 211",_ exp -i;- · (13-42) 
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These define the infinite matrix U, whose columns are specified by p and 
whose rows are specified by r. The Hermitian adjoint of U has elements 
which are the complex conjugate of Eq. (13-42), with p and r now specify­
ing rows and columns respectively. By making use of Eq. (13-39), we can 
diagonalize P by this unitary transformation. The matrix P in this 
representation, denoted by a t superscript (Pt) has elements 

pt (p, P') = J U(r, p) [ -ihV] 8(r - r') U(r', P') dr dr' 

= JU(r, p) [-ihV] U(r, P') dr 

= P' f U(r, p) U(r, P') dr 

= P' �(p - P') 
= p �(p - P') . 

This is clearly diagonal. 

(13-43) 

In a similar manner, the position matrix in this momentum representa­
tion is Rt, with elements 

Rt (p, p') = JU(r, p)r �(r - r') U(r', P') dr dr' 

= J U(r, p)rU(r, P') dr 

= J ihV p'[J(r, p) rl_(r, P') dr, (13-44) 

where the gradient operator operates in p-space on p. This operator can 
therefore be taken outside the integral, which then becomes �(p - p') ,  
giving 

Rt(p, P') = ihVp �(p - P') .  (13-45) 

The wave function in a momentum-diagonal representation is obtained 
from the same unitary transformation : 

y}(p) = JU(r, p)l[;(r) dr. (13-46) 

This is equivalent to the matrix equation 

(13-47) 

Operating on the left by U, we find 

Ul[;t = UU*I[; = t/1. (13-48) 
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In component form, this equation can be written as 

1/;(r) = J U(r, p)lf;t (p) dp. (13-49) 

The product of the operator r and the wave function 1/;(r) is, in momentum 
representation, Rt1/lt, with components 

[Rt1/lt](p) = JiliVp 8(p - p�)l/lt(p') dp' 

= iliV p lf;t (p) . (13-50) 

There is a simple rule of thumb for going from the position to the 
momentum representation : replace the wave function by its Fourier trans­
form, replace the momentum operator by its value (p), and replace the 
position operator by iliV P· 

This section. will be concluded by considering the interesting form of 
the Heisenberg representation which is position-diagonal at t = 0. Be­
cause of the time dependence of the operators (Chapter 1 1), the position 
operator does not remain diagonal. A unitary transformation will be used 
to go from the position-diagonal Schrodinger representation to a Heisen­
berg representation. It is assumed in the following that the Hamiltonian 
does not depend explicitly on the time. 

Recall that a Heisenberg representation is characterized by time­
independent wave functions. It is therefore necessary to find a unitary 
transformation that transforms 1/;(r, t) , a solution of the Schrodinger 
equation 

Hl/1 = iii 
a.p

, 
at 

(13-51) 

into a time-independent function of r. If the representation is to be 
position-diagonal at t = 0, the unitary transformation must reduce to 
the identity transformation I at t = 0. The operator exp (iHt/li) , defined 
by the series (iHt) �'Ht 1 (iHt)2 exp T = I + --,;: + 2! T + · · · ,  (13-52) 

is seen to be a unitary operator : its Hermitian adjoint is exp ( -iHt/li), 
which also is its reciprocal. Moreover, this transformation, which reduces 
to the identity transformation at t = 0, will produce the desired result. 
To see this, expand t/1 in energy eigenfunctions : 

( iE ·t) 
1/1 = � c; exp - T u;(r) . 1 ( 13-53) 
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If the operator of Eq. (13-52) operates on Uj(r), the result is 

(iHt) (iE it) exp T Uj = exp T Uj, 
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(13-54) 

since the right side of Eq. (13-52) operating on Uj is the power-series ex­
pansion of the right side of Eq. (13-54) . 

Therefore, if the operator of Eq. (13-52) operates on the wave function 
of Eq. (13-53) the result is 

( "Ht) 1/t'(r) = 1/t(r, 0) = exp T 1/t(r, t) (13-55) 

or, conversely, 
( iHt) 1/t(r, t) = exp - T 1/t(r, 0) . ( 13-56) 

The position-diagonal (differential) operator Q is transformed, from Eq. 
(13-10) , into 

( "Ht) ( "Ht) Q' = exp T Q exp - T · {13-57) 

From this, a representation diagonal in momentum at t = 0 can be 
obtained : 

Q\p, P') = j U(r, p)Q' U(r, P') dr. (13-58) 

13-6 Canonical transformations. It has been seen that unitary trans­
formations represent coordinate rotations in a (generally infinite-dimen­
sional) complex space which contains the wave function as a vector. The 
physical significance of the wave function is unchanged by such a trans­
formation ; the wave function is merely expressed in terms of another 
coordinate system. In like manner, the physical significance of operators 
representing observables is unchanged by a unitary transformation. 

The above, however, is not the only possible interpretation which can 
be given to a unitary transformation. If the wave function 1/t is trans­
formed by the unitary transformation T to 1/t', 

1/t' = T1/t, (13-59) 

but the operators representing observables are not so transformed, then 
the transformation can be interpreted as producing a change in the state 
of the system. Similarly, if the unitary transformation T is applied to 
all the operators Q, but not to the wave function, the transformation can 
be interpreted as a replacement of the operators Q by other operators Q' 
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corresponding to different physical observables. Such a transformation is 
an example of a canonical transformation. 

Consider, for example, the effect of the unitary transformation 

(13-60) 

where a is a constant vector, on the operator r. The transformed operator is 

r' = exp (� P · a) r exp (- i P · a) · (13-61) 

Since P = ihV, (13-62) 
we see that 

exp (� P · a) = exp (a · V) . (13-63) 

Expanding this operator as in Eq. (13-52) and letting it operate on an 
arbitrary function f(r), we obtain 

ao (a v)n 
exp (a · V)f(r) = :E �� f(r) . 

n-o 
(13-64) 

The right side of this equation can be recognized as the Taylor-series 
expansion of f(r + a) about the point r :  

ao (a . v)n 
f(r + a) = :E n! j(r) . 

n-o 
(13-65) 

From this, the transformed position operator r' of Eq. (13-61) is given by 

or 

r'f(r) = exp (a · V)r  exp (-a · V)j(r) 

= exp (a · V)[rj(r - a)] 

= (r + a)j(r - a + a) 

= (r + a)f(r) , 

r' = r + a. 

A position operator of the form g(r) becomes 

g'(r) = g(r + a) , 

by identical arguments. 

(13-66) 

(13-67� 

(13-68) 
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The momentum operator P, on the other hand, is left unchanged by 
this trans£ ormation : 

P' = exp (� P · a) P exp (- k P · a) 
= exp (� P · a) exp (- � P · a) P 
= P. (13-69) 

It is clear that this transformation has merely translated the operators 
in ordinary position space ; it can therefore be interpreted as a translation 
in ordinary position space, rather than as a rotation in Hilbert space. If 
the transformation is applied to the wave function as well as to the oper­
ators, it can be interpreted as a simultaneous translation of both operators 
and wave function. 

Infinitesimal canonical transformations can be used to show an im­
portant property of Poisson brackets in classical mechanics that has its 
quantum-mechanical analogue. As shown in Chapter 5, the Poisson bracket 
of a constant of the motion of a system and its Hamiltonian, { G, H } ,  
vanishes. The vanishing of the Poisson bracket { G, H }  thus provides a 
way of finding constants of the motion and hence a solution to the dy­
namical problem. Moreover, as will be shown below, if G(qi, Pi) is the 
generating function of an infinitesimal canonical transformation, the van­
ishing of { G, H }  implies that the Hamiltonian is invariant under the 
infinitesimal transformation. Since thb symmetry properties of the physi­
cal system often determine which transformations leave the Hamiltonian 
invariant (if the system is symmetrical under a given operation, it is clear 
that the Hamiltonian must be unaffected by this operation) ,  one can 
often immediately obtain constants of the motion from the symmetries. 

It was seen in Chapter 5 that infinitesimal changes in canonically 
conjugate variables can be generated classically by a generating function 
G(qi, Pi) such that the new variables Qi + aqi and Pi +  api are still 
canonical variables. From this earlier development, the changes are 

(13-70) 

where E is a  constant infinitesimal and G(qi, Pi) is any differentiable func­
tion. Any function w is changed an amount aw by this transformation, 
where 

aw = E { W, G} . (13-71) 
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Taking W as the Hamiltonian H, one has the result given above, namely, 

tJH = E{H, G } ,  (13-72) 

showing that, since {H, G} vanishes for a constant of the motion (see 
Chapter 5) , a constant of the motion acting as a generating function for 
an infinitesimal canonical transformation leaves the Hamiltonian invariant. 

The above result can be translated into quantum-mechanical formalism 
by use of the connectio� between the classical Poisson bracket and the 
quantum commutator (Postulate 7, Chapter 6) : 

iE iE 
aw = A [G, W] = A  (GW - WG) . (13-73) 

The physical significance is clearly the same in quantum and classical 
mechanics. 

Now a few simple examples of infinitesimal contact transformations will 
be given. If the generating function is 

G = p;, 

the transformation is an infinitesimal generalized displacement : 

Similarly, if 
G = -q;, 

then 

(13-74) 

(13-75) 

(13-76) 

(13-77) 

These are examples of an important class of transformations. Under such 
a transformation, the Hamiltonian changes by 

iE 
aH = A [G, H]. (13-78) 

If it happens from symmetries in the physical system that the energy is 
unchanged by the transformation, aH must vanish. On the other hand, 
from the equation of motion, Eq. (8-14), 

d i dt (G) = A ([H, G]) (13-79) 

(assuming that G is not an explicit function of time) . Thus, if aH vanishes, 
so must (d/dt}{G), and from considerations of symmetry alone, it may be 
possible to choose a set of constants of the motion, as mentioned above. 
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Another elementary example of a displacement generator is the Hamil­
tonian. From Eq. (13-70) and Hamilton's equations, 

� aH . upi = - E - = Epi, iJqi 

and therefore the infinitesimal E must be taken to be 

E = �t. 
Then Eq. (13-73) gives 

i �w = 1i �t[H, WJ, 

(13-80) 

(13-81) 

(13-82) 

and the change �W (assuming that W is not an explicit function of time) 
can be interpreted as the effect of a displacement in time by an amount �t. 

As a final example, consider the infinitesimal rotation generated by 

(13-83) 

where J z is the total z-component of the angular momentum of the system. 
This transformation generates the following changes in the cartesian co­
ordinates of the position of any particle [see Eqs. (9-2) and (13-73)] :  

� �X = �q, /i [Jz, x] = -�q, y, 

i �y = �q, 1i [J.,., y] = �q, x, (13-84) 

It is clear that J z generates a rotation of the whole system about the z-axis 
by the angle �¢. Consider any vector T which transforms. under a co­
ordinate rotation as r does. It must then satisfy 

etc. (13-85) 

It is not necessary to compute the commutators, since they follow from 
the geometrical significance of the infinitesimal rotation. These results 
are, of course, in agreement with those of Eq. (9-81), as T is clearly 
of class T. 
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Return now to Eq. (13-73) ; this can be written, if we neglect higher­
order infinitesimals, as 

W' = W + 8W = ( 1 + i G) W ( 1 - � G) · (13-86) 

The operator 1 + (iE/h) G will be recognized as unitary to the first order 
in E, provided G is Hermitian (this is assumed). This equation thus repre­
sents an infinitesimal unitary transformation on W. If this transformation 
is iterated n times, 

W" = ( 1 + � G) n W ( 1 - � G) n. (13-87) 

Going to the limits n --+ oo and nE --+ a, we find that 

( iE )n (ia ) 1 + fi G --+ exp li G · (13-88) 

This is a unitary operator which generates a finite transformation. Ex­
amples of such iterated infinitesimal transformations are exp (iHt/h) , 
which generates a translation in time by an amount t; exp (iPxa/h), which 
generates a translation in x by an amount a (P x is the x-component of the 
total momentum of the system) ; and exp [ (i<P/h)Jz], which generates a 
rotation about the z-axis of the system by an amount q,. If the Hamil­
tonian is invariant under such a rotation, then 

i<P 8H = 0 = T [J z, H], (13-89) 

and H and the z-component of the total angular momentum Jz commute. 
This is an example of the statement made earlier that the system sym­
metries can make it possible at time<; to decide a question of operator 
commutation on the basis of simple geometrical properties. 

13-7 Summary. In this chapter, we have shown how unitary matrices 
transform matrices from one representation basis to another, and we have 
shown the invariance of matrix equations under such transformations. 
Hermitian matrices were seen to remain Hermitian after a unitary trans­
formation. The close analogy between rotations in three-dimensional 
space and unitary rotations in Hilbert space was pointed out. Then the 
solution of eigenvalue equations by diagonalization of the corresponding 
matrices was considered, and the group properties of unitary transforma­
tions were mentioned briefly. These ideas were presented in relation to 
discrete matrices ;  the extension to continuous infinite matrices was then 
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discussed. Finally, canonical transformations, and especially infinitesimal 
canonical transformations, were discussed in their relation to classical 
infinitesimal canonical transformations, and the iteration of several in­
finitesimal transformations was considered. It was shown that simple 
geometrical properties of a physical system can sometimes be used to 
decide a question concerning operator commutation. 

PROBLEMS 

13-1 . Given 

R = [! � �l 
(a) What are the eigenvalues and column eigenvectors of R?  (b) By evaluating 
Rc� = r-1RT, show explicitly that the similarity transformation produced by 
the matrix T having normalized eigenvectors of R as columns will diagonalize R. 
(c) Show that the eigenvalues of the matrix Rc� = T-1RT are the same as those 
of R. 

13-2. (a) Construct a matrix T having as columns the normalized eigenvectors 
of the matrix S:z: [see Eq. (12-32) ] .  Do this in such a way that the diagonal 
elements are positive-real. (b) Show that T is unitary and that it transforms S:z: 
into diagonal form. (c) Show that T can also be constructed as one of the rota­
tion operators 

(d) From the point of view of a rotation in real three-dimensional space, what 
is the significance of this transformation? (e) Considered as a rotation in two­
dimensional complex function space, what is the significance? 

13-3. Show that in a momentum representation, the energy eigenfunctions 
of the one-dimensional harmonic oscillator can be written as 

where Un(x) is the energy eigenfunction in a position representation. 
13-4. For an electron whose spin precesses about a magnetic field due to its 

magnetic moment, the Hamiltonian corresponding to the spin energy can be 
written as 

where w = e<B/mc is the precessional frequency. Use the unitary operator 
T = exp (iHt/ft) to transform the operators S:z: and S11 to a Heisenberg repre-
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sentation and show that the transformed operators obey the equations of motion 

· t t S.z: = wS11 , st = -ws! , 
where S! = TS.z:T*, etc. Note that these equations of motion are just what 
would be expected for the classical equations of motion of a top with angular 
momentum ft/2 and magnetic moment eft/2mc in a magnetic field of strength <B. 

1 3-5. (a) Show that the transformation of spin operators induced by the 
unitary transformation operator T (Problem 13-4) can be interpreted as a 
canonical transformation, namely, a coordinate rotation in position space about 
the z-axis by the angle (J = -wt. 

Given this interpretation, st and st are spin angular-momentum components 
along the new steadily rotating coordinate axes, and only the operators are 
transformed by the unitary transformation, not the wave function. (b) Show 
that T* induces a rotation about the z-axis in the opposite direction. (c) Show 
that stt derived from S with a canonical transformation induced by T* has a 
time-independent expectation value for all three components. (d) Explain this 
result. 

13-6. A one-electron atom has compatible measurements made on it, yielding 
the results that l = 3, j = !, and m; = }. (a) What is the probability that a 
succeeding measurement of S.z: will yield i? (b) If a later set of measurements 
yields l = 1 ,  mz = 0, and m, = !, what is the probability that a further 
measurement will yield j = i? 

13-7. The unitary operator exp ( -iHt/ft) transforms the position and mo­
mentum operators x and P .z: into (Heisenberg representation) ( 'Ht) ( 'Ht) xt exp T x exp - T  , ( 'Ht) ( 'Ht) 

P! = exp 7; P.z: exp - 7;  · 
(a) Show that these transformed operators obey classical equations of motion. 
(b) Show that for a simple harmonic oscillator and x and P z of the usual dif­
ferential-operator form, the transformed operators are 

Xt 1 ·� . iJ = x cos wt - -- "'" sm wt - , v'kffl, ox 

Pi = -ift cos wt a� - Vkm X sin wt. 

1 3-8. The transformation induced by the unitary operator exp (iHt/ft), in­
terpreted as a canonical transformation, transforms x and P z into ( 'Ht) ( 'Ht) xtt = exp - T X exp T ( 'Ht) ( 'Ht) pjt = exp - 7; P z exp 7; · 
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(a) Show that although these operators are explicit functions of the time, they 
represent observables that are constants of the motion. [Hint: Transform to a. 
Heisenberg representation and make use of Eq. ( 1 1-46).] (b) Show that these 
operators may be interpreted as representing the corresponding quantities but 
observed at t = 0. 

13-9. The spin angular-momentum operator can be considered as the gen­
erator of an infinitesimal rotation of spin angular-momentum vectors in space. 
Consequently, a canonical transformation produced by the unitary matrix 
V = exp (ifJSz/h) should produce a rotation of the spin coordinate system 
about the z-axis by an angle 8. (a) For the case of spin one-half for which S 
iha, show that 

V = [exp (�) 0 l 0 exp (- �) 
(b) Evaluate V-1aV. (c) Show that this can be interpreted as a in a rotated 
coordinate system. (d) In the case of a rotation through 90°, show that V 
transforms an eigenvector of rrz into one of u11, etc. (e) By using commutation 
relations and without making use of the explicit form of a, show that a trans­
formation induced by the unitary matrix W = exp (ifJn • a/2), where n is a 
constant unit vector, induces a rotation through a.n angle fJ about the axis n 
when applied to a. 

13-10. An electron is in a. state characterized by the quantum numbers j, l, 
and m;. The z-component of the spin angular momentum is measured. Calculate 
the probability of obtaining the result +h/2. 

13-1 1 .  Show that the characteristic polynomial, Eq. (13-31), is satisfied 
with q replaced by the matrix Q (Cayley-Hamilton theorem) . [Hint: Let the 
resulting matrix operate on an arbitrary column vector expanded in appropriate 
base functions.] 
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APPROXIMATION METHODS 

14-1 The need for approximation methods. Thus far in the develop­
ment of quantum mechanics, only very simple physical situations for 
which it is possible to obtain exact solutions to the Schrodinger equation 
have been treated. However, this happy situation has prevailed only 
because of the relative simplicity of the Hamiltonians considered. For 
the large majority of systems of physical interest, the exact solution of 
the Schrodinger equation presents great mathematical difficulties. 

Despite the complexity commonly met, however, much valuable knowl­
edge about the behavior of a system of interest can frequently be obtained. 
There are two ways in which this can be done. One way is to ask for 
less knowledge about the system than is provided by the wave function. 
The energy of the system might be required, for example, without the 
necessity of the additional details provided by the wave function. 

The other way in which information about a complex system can be 
obtained is by its comparison with a similar but simpler system. Thus, 
if the Hamiltonian consists of two parts, a simple part that if present alone 
would permit solution of Schrodinger's equation, and a second part con­
sisting of one or more relatively small additional terms, then the ap­
proximate system behavior can be obtained by considering the solvable 
simple part as giving the dominant behavior and treating the actual 
behavior as a relatively minor v£Lriation, or perturbation, from this calcu­
lable behavior. The small perturbation can be estimated by a study of 
the small complicating terms previously ignored. 

Techniques based on each of these approaches will be developed and 
illustrated in this chapter, thereby immensely widening the range of 
problems that can be handled quantum-mechanically with some degree 
of assurance. 

14-2 Time-independent perturbation theory. The first approximation 
method to be considered is known as perturbation theory. It is an example 
of the second approach outlined above. Consider the case in which the 
Hamiltonian can be written in the form 

(14-1) 

where H0 is large compared with H1 ; i.e., the energy associated with H0 

226 
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is large compared with that associated with H1 •  Two additional assump­
tions are made, that H does not depend on the time explicitiy and that 
H0 leads to a solved energy-eigenvalue equation : 

(14-2) 

Here the uk are (known) eigenfunctions corresponding to the (known) 
eigenvalues Ek of the Hamiltonian H0• 

It is always possible to write Eq. (14-1) as a special case of the 
Hamiltonian 

(14-3) 

where A is an arbitrary parameter which can later be taken equal to 
unity to obtain the desired solution to the eigenvalue problem with the 
Hamiltonian of Eq. (14-1) .  It is assumed that it is possible to expand 
the eigenfunctions and eigenenergies of the total Hamiltonian H of Eq. 
(14-3) in a power series in A : 

'{! = ..Po + A,P1 + A 2..P2 + A 31/13 + · · · , 

E = Eo +  AE1 + A2E2 + A3Ea + · · · 

In the limit as A -+ 0, the energy-eigenvalue equation becomes 

Equation (14-2) shows that the identifications 

and 

( 14-4) 

(14-5) 

(14-6) 

(14-7) 

must be made; uk is one of the eigenfunctions of the unperturbed system, 
and E k is the corresponding eigenenergy. 

Writing the energy-eigenvalue equation with the use of Eqs. (14-3) 
and (14-4) gives 

(Ho + AHI) (..Po + A,P1 + A2..P2 + · · ·) 

= (Eo +  AE1 + A2E2 + · · ·HI/to + A..P1 + A21/t2 + · · ·) ,  

Hoi/to + A(H1..Po + Hol/tl) + A2(Ho..P2 + H1..P1) + · · · 
(14-8) 

= Eol/to + A(Et1/1o + Eo .. h) + A2(E2..Po + E1..P1 + Eo..P2) + · · · 
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Since :\ i s  an arbitrary parameter, one can equate coefficients of like 
powers of :\ on each side of this equation. This gives the set of equations 

Hoto = Eoto, 

H1to + Hot1 = E1to + Eot11 (14-9) 

Hot2 + H1t1 = E2to + E1t1 + Eot2, 

The first of these equations has already been discussed. If we expand ,P1 
in terms of the unperturbed functions uk, 

(14-10) 

and if we use Eqs. (14-6) and (14-7) , we obtain from the second of 
equations (14-9) 

H1uk + Ho L: CnUn = EtUk + Ek L: CnUn, 
n n 

H1uk + L: CnEnUn = E1uk + L: CnEkUn. 
n n 

(14-11)  

Multiplying on the left by Uj and integrating over all space gives 

(Uj, Hluk) + L: CnEn(Uj, Un) = E1 (Uj, Uk) + L: CnEk(Uj, Un), 
n n 

For the case j = k, this becomes 

(14-12) 

(14-13) 

Thus the first-order perturbation to the energy of the state corresponding 
to the unperturbed state of energy Ek is given by the matrix element 
(H1)kk· Equation (14-12) , for the case j � k, gives an expression for Cj 
and hence for the first-order perturbation ,P1 to the corresponding eigen­
function Uk : 

(14-14) 
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The value of c�c is not �etermined by this process. Since the wave function 
is assumed normalized, 

1 = ("', "') 
= ("'o + "'A"'1 + · · · , "'o + "'A"'1 + · · ·) 
= ("'o, "'o) + "'A[("'1 ' "'o) + ("'o, "'1)] 

+ "'A
2
[("'o, 1/12) + ("'t, "'1) + ("'2' "'o) ]  + · · · 

= 1 + "'A[("'t, "'o) + ("'o' "'1) ]  + "'A
2
[("'o, "'2) + C"'1 ' "'1) + ("'2' "'o)] + · · · 

(14-15) 

Since 'A is arbitrary and nonzero, each term in brackets must separately 
vanish. In particular, 

(14-16) 

From Eq. (14-10), this can be written as 

(� CnUn, u�c) + ( Uk, � CnUn) = 0, 

Ck + Ck = 0. 
( 14-17) 

Thus the real part of Ck must vanish : 

Ck = i'Y. (14-18) 

To first order, then, the wave function "' can be written as 

(14-19) 

Since normalization only to the first order in 'A is of interest 'at present, 
1 + i'Y"'A can be replaced by 

1 + i'Y>.. � exp (i'YX) . (14-20) 

From this it is seen that the coefficient c�c in Eq. (14-10) has the effect of changing the phase of the original unperturbed wave function u�c 
r�lative to the phase of the perturbation terms. To maintain the orthog­
onality of the perturbed wave functions, this phase must be taken equal 
to zero : 

Ck = 0. (14-21 ) 
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The effect of the perturbation term H 1 in  the Hamiltonian on both 
the wave function and eigenenergy has been obtained to the first order. 
Second-order terms can be obtained in a similar way by using the first­
order solutions and the terms of order X 2 in the power-series developments. 
Only the results of such a treatment will be given here. To the second 
order, the wave function is 

+ :r;{[:r; (H 1)nm(H1)mk _ (H1}nk(H1)kk]
'Un 

_ ! I (H1)nkl 2 UA:} ' L L (Ek - En) (Ek - Em) (Ek - En)2 2 (EA: - En)2 n,.� m,.� 

and the energy is 

E E + (H ) + � I (H1)n�:l 2 . = A: 1 u £.-J E  - E .  n.,.A: l: n 

(14-22) 

(14-23) 

As an example of perturbation theory, consider the anharmonic one­
dimensional oscillator whose Hamiltonian is 

p2 
H = - + ikx2 + ax4• 

2m (14-24) 

Here the unperturbed Hamiltonian consists of the first two terms, and the 
perturbation, assumed to be small, is given by 

H1 = ax4• (14-25) 

For the ground state whose wave function 1/lo is given by Eq. (4-60), 
the first-order correction to the energy is 

( k )11 2 fao ( kx2) ( kx2 ) ·  
= 1rl'u.IJ _ exp - 21'u, ax4 exp - 21'u, dx ( k )112 fao ( kx2) 
= 1rl'u.IJ a _ x4 exp - l'u.IJ dx 

(14-26) 

Therefore, the ground-state energy of the anharmonic oscillator is 
approximately 

(14-27) 
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This development has assumed that the state under consideration is 
nondegenerate. If, on the contrary, the state is degenerate, the treatment 
must be altered. The difficulty arises because the energy denominator 
of Eq. (14-14) vanishes when the state k under consideration (with un­
perturbed energy E k) is degenerate with state j and when non vanishing 
matrix elements (H1)ik couple the states. The difficulty is resolved when 
all matrix elements of the perturbing term in the Hamiltonian vanish 
between all pairs of degenerate states. This means that the ,Hamiltonian 
matrix 

(14-28) 

must be diagonal so far as each submatrix referring to a group of degen­
erate states is concerned. Thus the difficulty of applying the perturbation 
approach to degenerate states is removed by an exact diagonalization of 
the appropriate submatrix of the total Hamiltonian. 

This can always be done. It amounts to finding the proper orthonormal 
linear combinations VJ of the degenerate states Uk such that H1 has vanish­
ing off-diagonal matrix elements between the states vi: 

i � j, (14-29) 
where 

(14-30) 

Here the Uk are the original set of degenerate wave functions of energy E,. 
It is assumed here that the degeneracy is m-fold. 

Referring to the earlier generalization wherein the perturbing term is 
>.H1, it is clear that as >. approaches zero, the wave functions must approach 
those of the unperturbed Hamiltonian H0• However, in the case of de­
generacy, the appropriate function will not in general be one of the orig­
inal Uk of Eq. (14-2), but instead will be a linear combination of these, 
as in Eq. (14-30) . The diagonalization procedure indicated above merely 
ensures that the perturbed wave functions appr9ach the proper functions v1 as >. � 0. An example of the problem raised by degeneracy and its resolution is 
afforded by a paramagnetic ion in a suitable location in a crystal lattice. 
The Hamiltonian for such an ion is usually extremely complex. It contains 
terms corresponding to the kinetic energies of the electrons, the coulomLIC 
interactions between the electrons and between them and the ionic nucleus, 
interactions between the ionic electrons and the crystal fields set up by 
neighboring atoms, spin-orbit interactions, and possibly many others, such 
as Zeeman energies, hyperfine interactions, quadrupole interactions, etc. 
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However, for many problems of interest, perturbation theory can be suc­
cessfully applied to such a system. An exceptionally simple case will be 
considered, that of the lowest group of electronic states associated with 
an ion with an effective spin S = 1 located at a crystallographic lattice 
point where the effective potential seen by the ion has rhombic symmetry. 
The lowest energy levels are describable in terms of a so-called spin 
Hamiltonian, *  whose parameters are directly related to the ionic crystal 
properties. In the absence of an applied magnetic field, the spin Hamil­
t�nian can be written in the form 

( 14-31) 
The term DS! arises when the (dominant) octahedral symmetry seen 
by the paramagnetic ion in many cases is distorted to tetragonal (or 
trigonal) symmetry. A further distortion to (the lower) rhombic sym­
metry gives rise to the term E(S� - S�) . The spin Hamiltonian of 
Eq. (14-31) applies to many crystals, among them the nickel Tutton 
salt K2Ni(S04h · 6H20. 

In the following treatment, the rhombic term E(S� - S�) will be con­
sidered as a perturbation on the system. This is reasonable, since E is 
usually considerably smaller than D, and the energies associated with 
both terms are small compared with the much larger kinetic energy and 
coulombic terms. The appropriate eigenfunctions for the term DS� are 
those for Sz ; in matrix notation, 

The corresponding (unperturbed) energies are 

o Dh2 
Ea = - · 4 

(14-32) 

(14-33) 
It is seen that Ffl. and � are degenerate. If the first-order corrections 
to the energies are computed for the term E(S� - S�) , it is found that 
they all vanish, since 

E(S! - S�)�t = h2 E�a, 

E(S! - 5�)�2 
= 0, 

E(S! - S�)�a = h2 E�t,  

( 14-34) 

* B. Bleaney and K. W. H. Stevens, "Paramagnetic Resonance, " Rpt8. 
Progr. Phys. 16, 108 (1953) . K. D. Bowers and J. Owen, "Paramagnetic 
Resonance II, " Rpts. Progr. Phys. 18, 304 (1955) . 
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and thus 
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(1 IE(s: - s;) l l) = li2E(1 !3) = 0, 

(2 IE(s: - s;) 12) = o, 

(3 IE(s: - s;) l3) = li2E(31 1)  = o. 
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(14-35) 

This result is in agreement with that of Eq. (9-35) , which showed that 
the average values of the squares of the x and y angular-momentum com­
ponents are equal when the z-component is known. A convenient notation 
for matrix elements, introduced by Dirac, is used in Eq. (14-35) : the 
first and second subscripts are written before and after the Hamiltonian, 

.respectively. This allows ample room for writing multiple subscripts 
should they be needed. Equations (14-34) can readily be obtained from 
equations (14-32) and the matrix form of the perturbation : [0 0 1] 

E(s: - S�) = li2 E 0 0 0 · 
. 1 0 0 

(14-?6) 

It can be seen from Eqs. (14-33) and (14-35) that the second-order 
perturbation energy cannot be obtained from the direct application of 
Eq. (14-23) , for the unperturbed states "f/11 and "f/13 are degenerate. We 
must therefore take linear combinations of these states as the unperturbed 
functions such that the perturbation has no cross matrix elements be­
tween the new state functions. Let 

(14-37) 

be the required linear combinations of "f/11 - and "f/13• To avoid cross terms, 
the submatrix of the perturbation for these states must be diagonal : 

(14-38) 
or 

( 14-39) 

Solving this set of linear equations gives as normalized wave functions 

( 14-40) 
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It is readily seen that these states are orthogonal to t/12• With these new 
states, the following relations are easily obtained : 

Therefore 

(+IE(5! - 5�) 1+) = h2E, 

(- IE(S! - 5�) 1 -) = -h2E, 

(+IE(5! - 5�) 1 -) = ( -IE(S! - S�) l+) = 0. 

(14-41) 

(14-42) 

Thus the second-order energy perturbation now vanishes, and the energies 
of the three states are given by 

E+ = 
D:2 

+ h2E, 

E2 = 0, (14-43) 

E_ = 
D:2

- h2E 

(see Fig. 14-1) .  
Note that in this simple case, the diagonalization of the submatrix for 

the subspace (1 ,  3) diagonalizes the entire Hamiltonian of Eq. (14-31) 
and thus solves the energy-eigenvalue problem exactly, rather than only 
to the second order in the perturbing term. 

As a final illustration of the use of perturbation theory, consider a 
term found in the Hamiltonian of isolated atoms, the spin-orbit interaction 

0 ---
(a) 

--- Dfi2 + 11,2E 4 
--- Dn2 - 11,2E 4 

--- 0 
(b) 

FIG. 14-1 . An energy-level diagram for an ion with an effective spin 8 = 1 in 
a crystal lattice, in zero magnetic field. (a) Energy levels due to a tetragonal 
crystal symmetry. (b) Further splitting of the degenerate pair of states by an 
additional small rhombic distortion. 
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term. This is another type of interaction of the magnetic moment of an 
electron with its surroundings. To simplify the discussion, consider the 
effect of this term on the energy levels of alkali metal atoms (and hydrogen) 
associated with the excitation of the outermost (valence) electron. The 
inner (core) electrons contribute only slightly in a dynamical way to 
the motion of the valence electron. Their effect on the valence electron 
will be considered expressible by an effective radial potential which, com­
bined with the nuclear coulomb potential, can be written as V(r). 

To treat the problem, it must be remembered that although in a. frame 
of reference for which the atom is at rest one sees only an electric field 
produced by the nucleus and the surrounding cloud of core electrons, in 
a coordinate system which is moving with the valence electron one sees 
a magnetic field as a result of the relativistic transformation that occurs 
between electric and magnetic fields. The magnitude of this field is 
given by v 

<B = - - X 8, c 
(14-44) 

where the velocity v is that at which the electron is moving through the 
atom, the vector 8 refers to the strength of the electric field through 
which the electron is moving, and <B is the resultant magnetic field seen 
by the moving electron. 

The magnetic field interacts with the magnetic moment of the electron, 
producing a torque which tends to twist the spin axis and resulting in 
a precession of the electron spin. To obtain the interaction energy be­
tween the electron spin and this motional magnetic field, we take the 
(negative of the) scalar product of the magnetic field strength, as given 
by Eq. (14-44) , and the magnetic moment of the electron, as given by 
Eq. (12-36) . However, a further relativistic effect must now be included 
in addition to the transformation of the electromagnetic field. This 
purely kinematical effect, caused by the acceleration of the electron, 
results in a multiplicative factor of one-half in the interaction energy. 
This factor, known as the Thomas factor, * permits us to write the inter­
action energy between the spin of the electron and the motional magnetic 
field as · 

H = ! I' · (� X 8) = - ! � · (8 X P) = ! _!_ ! dq, (r X P) · 11 80 2 c 2 me 2 me r dr 

e 1 dq, 1 1 dV = -- - - L · S = -- - - L · S 2m2c2 r dr 2m2c2 r2 dr ' (14-45) 

* L. H. Thomas, "The M-otion of the Spinning Electron, " Nature 117, 514 
(1926) . 
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where <P represents the electrostatic potential function (the negative gradi­
ent of which gives the electric field), and V is the total effective potential 
energy of the electron in the electric field. Here it has been assumed that 
the electric field is purely radial (in other words, that so far as the valence 
electron is concerned, we are dealing with a central-force problem) . It is 
seen that the interaction energy is proportional to the scalar product of 
the orbital angular momentum of the electron and its spin angular mo­
mentum. Adding this interaction energy to the Hamiltonian for the 
valence electron gives 

1 2 1 1 dV H = 2m p + V(r) + 2m2c2 r dr L . S. (14-46) 

The first-order perturbation in the energy levels depends on the radial­
wave function and on the angular momentum associated with the state 
through the scalar product L · S. In Chapter 9, it was seen that the 
operators J2, L2, and 82 commute with one another, and now we see that 
the Hamiltonian of Eq. (14-46) commutes with these operators. We can 
therefore characterize an atomic state by the quantum numbers n, j, l, 
and s, where n, the principal quantum number, is associated with the 
radial part of the wave function (see Chapter 10) . From Eq. (9-71), 
the Hamiltonian can be rewritten in the form 

Inasmuch as the operator in parentheses in the third term of this equation 
will, for each of the stationary energy states, be operating on an eigen­
function of each of the operators in parentheses, the parenthetical term 
becomes simply a number, resulting in a modified effective potential 
energy V' for a particular state given by 

V'(r) = V(r) + 4,:2c2 � �� [j(j + 1) - l(l + 1) - f]li2 (14-48) 

(where s = ! for the valence electron has been explicitly used). 
The spin-orbit correction to the energy of an electron is small compared 

with the remainder of the energy and can be written as 

En li = 4 \ 2 <! ddV\ [j(j + 1) - l(l + 1) - f] h2• (14--49) m c r �/n l 
This has the effect of splitting the degeneracy of energy levels of equal n 
and l but different relative orientations of L and S, that is, different j. 
In particular, for all states other than S-states (l = 0), each level becomes 
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a doublet, corresponding to j = l ± l- From Eq. (14-49), the doublet 
separation is given by 

h2 <1 d� aEdoublet = 4� {2l + 1) - -d • m c r r n l  
{ 14-50) 

Thus, the P3, 2-state (l = 1 ,  j = 3/2) differs in energy from the P11 2-level 
by 

{ 14-51) 

The familiar sodium D-lines are produced by transitions from the lowest 
Pa12- and P112-states to the ground 81,2-state ; it is because of the spin­
orbit interaction that these two lines appear separated. In potassium, 
the corresponding lines lie in the near infrared (see Fig. 14-2) . 

�,.-----4p 2p3/2 �---r-4p 2Pv2 

FIG. 14--2. A (partial) energy-level diagram for potassium, showing the 
optical transitions from the lowest-lying P-states ' to the ground 8-state. 

Note that the calculation of spin-orbit interaction energy again involves 
degenerate perturbation theory because, in the absence of this term, the 
levels for j = l ± i are degenerate. However, by the choice of the wave 
functions as eigenfunctions of H, J2, L2, and 82, the original functions 
were such as to diagonalize the perturbation matrix, and the degeneracy 
never became explicit. 

14-3 Time-dependent perturbation theory. Now consider the case in 
which the Hamiltonian can again be separated into two parts H0 and H1, 
as in Eq. (14-1) ,  but in which the small perturbing term H 1  depends 
explicitly upon the time. The SchrOdinger equation is then 

(Ho + H1)1/l = ifl. 01/1 • 
at 

{14-52) 
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The time-independent energy eigenfunctions u�c of the unperturbed time­
independent Hamiltonian H0 again satisfy 

(14-53) 

and once more form an orthonormal set for the expansion of any arbitrary 
function. Consequently, the wave function in Eq. (14-52) can be expanded : 

1/1 = E c�c(t) exp ( -w�ct)u�c, 
k 

The matrix elements of the terms H 0 and H 1 are 

(jiHolk) = Ek �;-1c, 
(j jH 1 jk) = (u;, H1uk) . 

(14-54) 

(14-55) 

Note that the matrix of H0 is diagonal, as it should be, since the base 
functions are eigenfunctions of H0• If the Schrodinger equation, Eq. 
{14-52) , is multiplied by (the complex-conjugate of) one of the eigen-

. functions and integrated over all coordinates, the result is 

(u;, Ht/1) = ( u;, iA �') · { 14-56) 

By making use of Eqs. (14-54) and (14-55) ,  we can reduce this to 

lJJik = w; - tJJA;. {14-57) 

This set of equations is completely equivalent to the Schrooinger equa­
tion in that it enables the time dependence of the coefficients c; and 
hence the time dependence of the wave function to be calculated. The 
set of equations is exact ; no approximation has been made so far. This 
particular way of expressing the Schrooinger equation will be recognized 
as the interaction representation (see Chapter 1 1) .  Note from Eq. {14-57) 
that when the perturbing term H1 vanishes, the c;'s are all constants . 

.. Consequently, for small perturbing terms, the rate of change of the c;'s 
is small. This suggests an approximation in which the initial values of 
the c;'s are inserted on the right side of Eq. {14-57) and their time de­
pendence is computed without taking into account the implicit time 
dependence on the right side of the equation. 

For example, if at t = 0, we have the initial conditions 

co(O) = 1 and C�c(O) = 0, k '¢ 0, {14-58) 
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then an approximate solution for the c/s is given by 

t 
c;(t) = - i f. (jjH� jO) exp (iw;0t) dt. ( 14-59) 

This equation is valid only if the resultant values for the c/s are all suf­
ficiently small to result in only a very small modification when inserted 
on the right side of Eq. (14-57) . If the perturbing term H1  is of the form 

H1 = A cos wt, {14-60) 

we obtain, as a result of the integration indicated in Eq. {14-59), 

c;(t) = _ _!_ (jjAIO) {exp [i(w;o - w)t] - 1 + exp [i(w;0 + w)t] - 1}
. 

21i w;o - w w;o + w 
(14-61) 

It is apparent from this equation that for there to be an appreciable 
increase in the probability that the system will be found in a particular 
energy state, it is necessary that one of the denominators in the expres-
sion in braces be very small. In other words, to get an appreciable transi­
tion probability (between energy states) , a condition of near-resonance 
must prevail : 

lw;o l � w. (14-62) 

This result should be compared with that of Chapter 12, where essentially 
the same problem was solved exactly. 

As we consider Eq. {14-61), it becomes clear that only one of the two 
terms in the braces can be resonant (of appreciable amplitude) when 
Eq. (14-62) is satisfied. The other term represents a small high-frequency 
perturbation on the state that can usually be neglected because of its 
large denominator (lw;ol + w) . 

If the system under consideration is that treated exactly in Chapter 12, 
i.e., a particle of spin one-half in a uniform static magnetic field <B0, the 
perturbation in Eq. {14-60) can be considered to be of the form 

H1 = -p, · <B cos wt, (14-63) 

with <B .l <Bo representing an oscillating· plane-polarized magnetic field 
at right angles to the large static field acting on the particle. In this 
case, the antiresonant term of Eq. {14-61) corresponds to the fact that 
the perturbing field is oscillating, rather than rotating in the direction 
of the electronic spin precession. The plane-polarized oscillating field 
can be decomposed into two rotating fields, one rotating with the spin 
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and the other rotating in the opposite sense ; in the case above, these 
correspond to the two terms in the braces in Eq. (14-61). 

Note, however, that if a suitable rotating perturbing field is applied, 
the condition imposed by Eq. (14-61) leads to a resonance regardless of 
the sign of w;0• Physically, the case w;0 > 0 corresponds to photon 
absorption in which energy is transferred to the spin system from the 
electromagnetic field : the spin undergoes a transition from a lower to a 
higher energy state. When w;0 < 0, on the other hand, energy is trans­
ferred from the spin to the field. This process is known as induced, or 
stimulated, emission. It is seen, therefore, that the same perturbing field 
that causes photon absorption by a lower-energy-state spin causes emis­
sion from an upper-state spin with equal probability. In a macroscopic 
system, a net transfer of energy can occur only if there are more spins 
in one of the two energy levels of interest than in the other. 

Because it is nonresonant, one of the terms of Eq. (14-61) will be 
dropped in

' 
the following development. To make things definite, we will 

assume that E; > E0, that is, that Eq. (14-61) can be written as 

c;(t) = _ _!_ (jjA jO) exp [i(w;o - w)t] - 1 
21i w;0 - w 

_ -it(jiA IO) (il).wt) sin (l).wt/2) 
- 21i exp 2 i).wt/2 ' 

where the substitution 
i).w = w;o - w 

has been made. From this, 

(14-64) 

(14-65) 

(14-66) 

This is very sharply peaked about the frequency determined by the 
resonance condition i).w = 0, as expected. 

The quadratic time dependence (for small t) should be noted. This 
time dependence is at first glance paradoxical, for the number of photons 
inducing the transition is proportional to the time during which the inci­
dent radiation acts, but the transition probability is not proportional to 
the number of inducing photons, but to the square of this number. The 
paradox is resolved by noting that the (monochromatic) radiation acting 
for a time t is effectively a pulse of radiation of length t, and such a pulse 
has its energy distributed over a frequency band whose width is of the 
order of the reciprocal of the pulse length. Thus in a unit frequency 
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interval at the center of the spectral distribution, the energy of the pulse 
is proportional to the square of the pulse length. 

In many interesting and important situations, one is not concerned 
with transitions to only a single final state j, but with possible transitions 
to any of a group of final states, all of approximately the same energy 
(and hence all "on resonance ") . In such a situation, it is possible to define 
a transition probability w, the probability per unit time that a transition 
has occurred, that is independent of the time. The transition probability 
is given by 

( 14-67) 

If the final states of the group are assumed to be distributed (quasi-) 
continuously in energy, with n(E) being the number of states per unit 
energy range, the summation of Eq. (14-67) can be replaced by the 
integration 

( 14-68) 

where j is a variable determined by E j = E. Combining this with 
Eq. (14-66) yields 

Since 

t f . 2 sin2 (llwt/2) w = 
4�;,2 I CJ IAIO) I n(E) (llwt/2)2 dE. ( 14-69) 

(14-70) 

from Eq. (14-65) we have 

dE = h d(llw) . (14-71) 

We see that sin2 (llwt/2)/(llwt/2)2 is sharply peaked about llw = 0; it 
is therefore usually a good approximation to treat n(E) as constant over 
the range where this function is large. Makihg the further assumption 
that I UIAIO) I is essentially equal for �II the contributing final states, we 
can write Eq. (14-69) as 

= l (iiA IO) I 2 (E ·)fao sin2 (llwt/2) d (llwt) w 2h n 1 _ (llwt/2)2 2 

rl (iiA IO) I 2n(Ej) (14-72) = 2h 
. 

As mentioned above, the transition probability is time-independent. 
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1 4-4  Variational techniques. The perturbation methods treated above 
apply when the problem to be solved differs but little from a situation 
with a known solution. However, even when this is not the case, impor­
tant information of a restricted nature can be obtained by using what is 
known as the variational method. This permits a quite accurate estimate 
of some of the energy levels of a system and in particular its ground­
state energy, without the necessity of accurate detailed knowledge of the 
wave function. 

The basic idea behind the variational method is this : the expectation 
value of the Hamiltonian gives the average energy of the system, in a 
state corresponding to the particular function used in evaluating the 
expectation value. Clearly, this average energy must be greater than or 
equal to the lowest energy state of the system. Consequently, 

(H) = (1/1, H1f) � Eo. (14-73) 

That the lowest energy state is a lower bound on the expectation value 
enables us to choose a trial wave function containing a number of param­
eters and then to minimize the expectation value by varying these 
parameters ; hence the name variational method. It is interesting that a 
function which is a relatively poor approximation to the ground-state 
wave function may still give a fairly good approximation for the ground­
state energy evaluated as the expectation value of Eq. (14-73) . 

To see how this comes about, assume that the trial function is expanded 
in terms of the energy eigenstates of the Hamiltonian : 

(14-74) 

If this expansion is substituted into the expression for the expectation 
value of the Hamiltonian, one obtains 

(H) = L lc�ci 2E�c. (14-75) 
1c 

Note that this contains only · the absolute squares of the c�c's. Conse­
quently, a c�c corresponding to. an excited State may be of the order of 0. 1 ,  
and yet contribute to  the expectation value of  the energy only something 
of the order of 1%. As a result, a rather badly distorted wave function 
may give a reasonable value for the lowest energy. 

At this state, one must make a judicious guess as to the approximate 
form of the wave function, assuming some functional form which contains 
free parameters : 

(14-76) 

The various free parameters, >.;, are then varied until the expectation value 
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of the energy takes on a minimum value : 
a(H) = 0 ax; · 
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{14-77) 

As an example of this technique, consider the ground state of the 
helium atom. If the nucleus is considered as a fixed center of force, and 
if we neglect the spin-orbit interaction terms and the interactions between 
the magnetic moments of the two electrons, the Hamiltonian operator is 

{14-78) 

Let us assume that the wave function for the helium atom is the product 
of two ground-state wave functions of a hydrogenic atom with Z serving 
as a free parameter which can be varied. In this case, the normalized 
wave function is given by 

{14-79) 

It may be noted, in justification of this choice of wave function, that this 
would in fact be an exact wave function if the interaction term in the 
Hamiltonian were dropped and Z were set equal to two. Consequently, if we assume that the electron-interaction term (the last term) in the 
Hamiltonian has a relatively minor effect on the motion of the electrons, we would expect a somewhat minor change in the wave function to result 
from the inclusion of this term. To evaluate the expectation value of the 
Hamiltonian, let us break it up into three parts : 

<H> = 2�� P�) - 4 G) + (re�2� · {14-80) 

It is clear from the symmetry of the Hamiltonian and the wave function 
that it is necessary to evaluate the expectation value of only one of the 
kinetic energies and multiply by two, and that it is necessary to evaluate 
the expectation value of the potential energy of only one electron relative 
to the nucleus and then to multiply this result by two, as indicated in 
Eq. (14-80) . 

The first two expectation values in Eq. {14-80) can be evaluated very 
easily by remembering something about the average kinetic energy of an 
electron moving in a coulomb field of force. It can be shown by the use 
of the virial theorem* that for the classical motion of any particle moving 

* See, e.g., H. Goldstein, Cla8Bical M�hanics, Addison-Wesley Publishing Co., 
Inc., Reading, Mass., 1950, Chapter 3. 
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in a field of force that obeys an inverse square law, the average kinetic 
energy of the particle is equal to the negative of its total energy. Conse­
quently, the expectation value of the kinetic energy which appears as 
the first term in Eq. (14-80) can be evaluated by simply taking the 
binding energy of a hydrogenic atom in its ground state with a charge Z 
on the nucleus and changing the sign : 

I _l_ P�> = ! mc2z2a2 = ! Z2e2
• \2m 2 2 a0 

(14-81) 

In similar fashion, the average value of the potential energy of an electron 
in a hydrogenic atom is equal to twice the binding energy of the electron 
in the ground state : 

<�:1 = z2e2 
(14-82) - -- · 

ao 
Thus, 

�J = Ze2 
(14-83) - - · 

ao 

The only integral which gives some trouble is that for the last term in 
Eq. (14-80) . A trick can be used in the evaluation of this integral. The 
form of the integral is identical to that of the interaction of one spherical 
charge distribution with another superimposed spherical charge distribu­
tion. The integral may be evaluated by integrating the product of one 
charge distribution and the potential function of the other. Evaluating 
the integral in this way, one obtains 

(14-84) 

Therefore, 

(14-85) 

where the parameter Z can be varied to minimize the expectation value 
of the energy: 

This gives the result 

a(H) = 0 
az 

· 
I 27 z = - � 1 .69. 
(H)==minimum 16 

(14-86) 

(14-87) 

Substituting this value of Z into Eq. (14-85), we obtain an approximate 
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value for the binding energy of the helium atom: (27)2 e2 e2 

Eo � (H) = - 16 ao � -2.85 
ao

. (14-88) 

This is the energy necessary to remove both of the electrons from the 
helium atom, i.e., the energy necessary to obtain doubly-ionized helium. 
The experimental value for this energy is 

e2 
E0 = -2.904 - ' (14-89) 

ao 

which is in excellent agreement with the approximation, considering the 
latter's crudeness. 

14-5 The WKB method. As a final type of approximate calculation, 
consider the W entzel-Kramer8-Brillouin (WKB) approximation. This ap­
plies to situations in which the potential energy is a slowly varying func­
tion of position. One-dimensional problems, and three-dimensional 
problems that can be reduced to an equivalent one-dimensional (radial) 
problem, can be treated by this method. By a 11slowly varying " potential 
we mean a potential such that the potential V varies but slightly in a 
region whose length is several de Broglie wavelengths (see Fig. 14-3) . 

v E �--------------�------------__.x 

FIG. 14-3. A typical "slowly varying" one-dimensional potential and its 
associated wave function. Note that the wavelength is a slowly varying function 
of position, i.e., its fractional change within one wavelength is small. 

The de Broglie wavelength associated with a particle moving with 
energy E in a region of potential V is 

h h X = p = [2m(E - V)]l /2 (14-90) 
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Because the potential varies so  slowly with position, we  can assume that 
it is constant over a small region. Then, in this small region, the wave 
function has the form of a plane wave. The propagation constant for 
such a plane wave is 

{2m[E - V(x)]} 1 1 2  
k = "' 

. {14-91) 

The condition that the potential be slowly varying can be expressed by 
the conditions that 1 1 d2k l 

k3 dx2 << 1 and 1 1 dk l 
k2 dx << 1 . {14-92) 

We expect the wave function to be of the form 

1/l±(x, t) = k:12 exp [ ±i (Jz k dx =F wt)] , {14-93) 

where 

{14-94) 

that is, we expect a solution in the form of plane waves that travel toward 
+x and toward -x and whose propagation constants gradually change 
from one region to another. The factor 1/k1'2 is used to ensure that the 
probability of finding the particle at a particular point in space is inversely 
proportional to the classical speed of the particle at that point. Hence 
on physical grounds, we expect this to be a suitable solution for a suf­
ficiently alowly varying potential. 

If we substitute Eq. (14-93) into the one-dimensional Schrodinger 
equation, 

we obtain 

"'2 021/1 01/1 - - -- + V(x)l/1 = ih - '  2m ox2 at {14-95) 

- !£_ [ -ik"k-312 + !k'2k-1'12 - k312]k1 121/t + V,Y = E!/1. {14-96) 2m 

Because of the inequalities {14-92) , the first two terms in the brackets 
may be neglected. With substitution from Eq. {14-91), it iS apparent 
that to this approximation Eq. {14-93) is a solution to Schrodinger's 
equation. 

The close relation of the WKB approximation to the classical descrip­
tion of the motion of a particle is apparent, in that the wavelength and 
amplitude at any point are given by the classical momentum at that 
point. 



14-5] THE WKB METHOD 247 

In a region where V > E, the oscillatory form of solution, Eq. (14-93), 
is no longer permissible, for the "propagation constant " of Eq. (14-91) 
becomes imaginary. Instead, the solution must be of an exponential form. 
For a slowly varying potential, we expect the solution for the classically 
forbidden region V > E to be, in analogy to Eq. (14-93), 

where 

1/l±(x, t) = 1}12 exp [ ± (Jx 'Y 
dx =F ic.>t)] ' 

'Y = {�m[ V(x) - E]} 112 • , 

(14-97) 

(14-98) 

The wave function thus increases or decreases exponentially as one goes 
away from the classical "turning point " of the motion, where V = E. 
Assuming that V is a "slowly varying " potential in the classically for­
bidden region [the inequalities (14-92) are valid], we find that Eq. (14-96) 
is still valid with k imaginary, and Eq. (14-97) is an approximate solution 
to Schrodinger's equation. 

Approximate solutions have thus been found for the regions where 
Eq. (14-92) holds, i.e. , where the potential changes slowly in a region 
containing many de Broglie wavelengths. However, it is clear that the 
regions of V > E and V < E, where WKB solutions are valid, are 
separated by a "turning point" (V = E), at which the propagation con­
stant vanishes and the wavelength becomes infinite. Although the above 
methods fail near this point, a suitable solution can be determined by 
approximating the actual variation of the potential V(x) around such 
a point x0 by a linear variation : 

V(x) = A (x - x0) + E (14-99) 

(see Fig. 14-4) . This linear approximation to the potential is assumed 
valid over a small region on each side of the turning point. SchrOdinger's 
equation can then be solved exactly for this region, and the resulting 
solutions can be used to join the solutions of the forms of Eqs. (14-93) 
and (14-97), which are valid away from the turning point. 

Assuming that the classically forbidden region is on the +x-side of the 
turning point x0, the solutions to the Schrodinger equPtion near x0 are of 
the form 

E > V (or x < xo) ,  

(14-100) 
V > E, 
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v A(x - x0) + E 

�------------�--------------�X xo 
FIG. 14-4. The actual potential energy at a classical turning point and a 

linear approximation to the actual potential that is valid near the turning point. 

where I is the Bessel function of imaginary argument, and the constants 
have been chosen so as to join the solutions smoothly at the point x0• 

The final step in applying the WKB approximation is to join the solu­
tions '1/1± of Eq. (14-100) to those of Eqs. (14-93) and (14-97) . To do this, 
the asymptotic behavior of the solutions near the turning point, Eq. 
{14-100), is needed : 

�+ z::;+:. - (21r;) ',2 [exp (f Y dx) + exp (-f Y dx - �)] • 

�+ ;.:;:::. (27rt) l /2 cos [f k dx - �] ' 
�- .� (2�) 1/2 [ exp (f Y dx) + exp (-f Y dx - ';;)] • 

�- ;.:;:::. (27rt) l /2 cos [f k dx - � l  

{14-101) 

These asymptotic formulas cannot be conveniently applied in this 
form, since they include both increasing and decreasing exponentials for 
x --+ +oo . However, by taking suitable linear combinations of these, 
the connection relations 

1 1 ( !.:1: ) 1 [f.:J:o 7r] 2 · 'Y112 exp - :x:o 'Y dx --+ k1 12 cos :�: k dx - '4 , 
{14-102) 

sin � Y:/2 exp (J.: Y dx) <- k:/2 cos [f' k dx - f + •] 
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can be found. Here 11 has any value such that sin 11 is not approxim tely 
zero. The arrows in Eq. (14-102) indicate that the connection shoul be 
made in the direction of the increasing exponential. If the connec ions 
are made in the reverse direction, in the case of the first formula the 
slight phase error introduced by the approximation would bring in the 
(dominant) exponential that increases away from the turning poin ; in 
the case of the second formula, neglect of the exponential increasing to ard 
the turning point introduces a large phase error in the oscillatory solu ion. 

As an example of the use of the WKB method, consider the a-d cay 
of a radioactive nucleus. The problem can be simplified by assuming hat 
the a-particle is a particle of charge Z = 2e and mass M inside a nu lear 
potential well surrounded by a coulomb barrier. The a-particle hen 
"tunnels through" the barrier, as discussed in Chapter 3. The fu her 
assumption will be made that the a-particle emerges in an S-state ; t ere 
is therefore no contribution to the effective potential barrier from ce rif­
ugal effects. The potential energy of the particle as a function of the 
distance from the center of the nucleus is plotted in Fig. 14-5. Here the 
nuclear potential is assumed constant (V = - V0) , the nuclear radius 
is r0, and r c designates the radius at which the kinetic energy of I the 
a-particle is zero outside the nucleus. To undergo decay, the a-particle 
must have a positive energy E. 

I I I I 1 I I I rg E ! ;: - - - -r - - - - - - - - - -1 I l r0 
Radius, r 

FIG. 14-5. A simplified radial-potential model corresponding to a. nu�leus 
capable of undergoing a-decay. The a-particle experiences a strong attra tive 
potential well at the nucleus. The charge on the nucleus provides the st ong 
"coulombic barrier" that the a-particle must penetrate in leaving the nucle s. 
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As discussed in Chapter 10, the problem reduces to a one-dimensional 
(radial) problem, with the energy-eigenvalue equation becoming 

where 

[ ,2 d2 ] 
- 2M dr2 + V(r) u = Eu, 

u = 1'1/t, u(O) = 0. 

( 14-103) 

(14-104) 

Solutions to this equation can be written for the three regions separated 
at r0 and T c ; these can then be matched across these points. 

u(T) = sin (kr) , 
= 'Y�2 exp ( ± i: 'Y dT) , To < r < rc, (14-105) 

= (k�1 12 exp ( ±i i: k' dr) , r > Tc. 
The solution in the interior of the nucleus, 0 < T < To, is exact ; WKB 
solutions have been used for the other two regions. The constants k, 'Y, 
and k' are defined by _ [2M(E + V 0)] 1 1 2 k =  , ' 

_ [2M(V - E)] 1 1 2 'Y = , ' 

[2M(E - V)] 11 2  k '  = A ' 

0 <  T <To, 

To < T < rc, ( 14-106) 

T > Tc• 
It is convenient to rewrite the solution for the region To < T < r c as 

= ')'1/'2 exp ( ± Lrc 'Y dT) • (14-107) 

In a-decay, standing waves are not set up in the region T > Tc, but 
instead the solution here corresponds to an outward-moving spherical 
wave. It will be seen in Chapter 16 that this means it must have the 
asymptotic behavior 

u(T) -;:::;: (k'�12 exp (i £: k' dT + �) , (14-108) 

where � is a physically meaningless phase constant. One can obtain such 
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a solution in this outer region by making use of the second of equatjons 
(14-102) . In this joining relation, letting ., = 7r/4 gives 

(k'�1 12 cos (i: k' dr) -+ (2'Y� 1 12 exp (ire 'Y dr) · {14-�09) 

If, instead, 71 = -7r/4 is taken, the result is 

(k'�1 12 sin (i: k' dr) � - (2'Y� 1 12 exp (ire 'Y dr) · {14-1 10) 

When this is multiplied by i = V=I and added to Eq. {14-109), we �d 

(k'�112 exp [i (i: k' dr - V ]� - 'Y1�2 exp (ire 'Y dr) ' {14-111) 

which is of the required form. Application of this joining condition to 
the wave functions of Eqs. {14-105) and {14-107) across the point r = rc 
gives the matching · relation 

or 

A' /'Y1/2 -i/'Yl/2 

B/(k') 112 = [1/{k') l /2) exp ( -i7r/4) {14-1 12) 

B = i exp ( -i i) A' = (i) 11 2 A exp (- i:c 'Y dr) · {14-1 13) 

[The solutions of Eqs. {14-105) and {14-107) with negative expon�nts 
are absent in this case.] 

The proper joining of the solutions at r = r0, where there is a�tep 
discontinuity (but where the WKB solution is valid up to the . int r = r0), is obtained by equating the logarithmic derivatives. This ves 

where 

. 1
kr dd sin kr = k cot kro = -'Yo, sm r 

k tan kro = - - , 'Yo 
'Yo = 'Y(ro) . 

{14-1 14) 

(14-115) 

In addition, the wave function must be continuous at r = r0, so we find 
that 

A - . - ( tan" kro ) 1/2 - [ (k/'Yo)2 ]1/2 
-yA/2 - sm kro - 1 + tan2 kro - 1 + (k/'Y 0)2 ' 

= [ 'Yo(k/'Yo) 2 ]1'2 • A 
1 + (k/'Y0)" 

(14-1 16) 
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Using the above values for A and B, we find that the function for the 
wave which has leaked through the barrier is 

(i'Yo)l/ 2 [ (k/'Yo) 2 ]1/2 ( J.rc 
) ( . J.r 1 ) u(r) = V 1 + (k/'Yo)2 exp - ro 'Y dr exp � rc k dr , 

r > Tc (14-117) 

Under the conditions encountered in a nucleus, (k/'Y0)2 is rather small 
compared with unity ; that is, the height of the coulomb barrier seen by 
an a-particle in the nucleus is greater than its kinetic energy in the 
nucleus. Consequently, from Eq. (14-1 14), 

tan kr0 :::::: 0, kr0 :::::: 1r, 21r, . . .  (14-1 18) 

In this case, the external wave function becomes 

u(r) = (;,�2.)"2 
exp (- f 'Y dr) exp (i { k' dr) · (14-ll9) 

It is convenient to "normalize" the solution to a unity probability of 
finding the a-particle inside the nucleus. (The function, which extends 
throughout all space and for large r has the asymptotic form 

A [ · (2ME) 11 2 ] 1/1 - - exp � r , r-+ao r , ( 14-120) 

is, of course, not normalizable in the usual sense, since Jl!/11 2 dr over 
all space diverges. )  The nucleus will have a unity probability for con­
taining the a-particle when 

47r J:o lcul 2 dr = 1, (14-121) 

where c is a normalizing factor to be applied to the wave functions ob­
tained for each of the three regions. This can be evaluated readily : 

47rlcl 2 J:o sin2 kr dr = 27rjcj 2ro = 1, 

lc l 2 = _
1
_ ,  27rro 

(14-122) 

The a-decay rate of the nucleus is clearly related to the outward flux 
of particles across some spherical surface r = R > r c· This can be 
found by using the probability-density flux introduced in Chapter 3. 
From Eq. (3-73), 

iii S = - 2M 
({;VI/I - V {; ·  1/1) . (14-123) 
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From Eqs. (14-1 19) and (14-122), 

,Y(r) = � c7r:-:.,JJ/2 exp (- f "( dr) exp (i { k' dT) > , > 1C• 
(14- 24) 

Evaluation of the radial probability-density flux from this and Eq. (14- 23) 
gives hk2 ( J.rc ) 

Sr(r) = 2 M 2 exp -2 "Y dr · 7r. "Y or or ro 
The outward particle flux across the shell r = R is 

2hk2 ( �.�c ) 
= -- exp -2 "Y dr · M"Yoro ro 

Expressed in terms of the energy· E, r0, and V0, the particle flux is 

_ (�)112 E + V0 _!_ { - {rc [2M( V - E)] 1 1 2 } • F - 2 M [V(ro) - E)112 ro exp 2 J ro ft dr 

(14- 27) 
This particle flux must be the rate of decrease of the probability tha the 
a-particle will be inside the nucleus (when the probability is un ty) . 
This probability, P, varies with time as 

dP dt = -FP . 
Therefore 

P = exp ( -Ft) . (14-i29) 

The half-life of the nucleus for a-decay is defined as that time at which p = !: 
In 2 T1 12 = p '  

This can readily be obtained from Eq. (14-127) . 

(14-130) 

14-6 Summary. The need for approximation methods in ma�ing 
quantum-mechanical calcula

.

tions in nearly all cases of nontrivial inttest 
was pointed out. Perturbation situations in which the system of int rest 
differs but little from a system whose behavior can be calculated ere 
first discussed. Time-independent perturbation theory, in which the 
Hamiltonian does not depend on the time explicitly, was developed and 
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applied to an anharmonic oscillator, paramagnetic ions in crystals, and 
spin-orbit coupling effects in alkali atoms. The modifications of perturba­
tion theory necessary to handle the case of degenerate energy states were 
indicated. 

Time-dependent perturbations were next handled, and the transition 
probability between the unperturbed energy states brought about by the 
perturbation was calculated to first order for the case of a transition be­
tween two energy levels induced by an oscillating electromagnetic field. 
Variational techniques were developed and used to estimate the ground­
state energy of a helium atom. F4lally, the case of a slowly varying 
potential was examined with the aid of the WKB approximation. This 
approximation was used to derive an expression giving the half-life of a 
nucleus for a-decay in terms of the parameters of the system : the energy 
of the a-particle, the depth of the nuclear potential well, and the electro­
static potential set up by the charges of the decaying atom. 

PROBLEMS 

14-1. Derive an approximate expression for the splitting of the (n = 2) 
energy level of a hydrogen atom under the influence of a uniform electric field 
(linear Stark effect) . The unperturbed eigenfunctions can be obtained from 
Table 1Q-1 and Eq. (9-66) . Neglect the fine-structure splitting. 

14-2. Use the variational method to calculate the lowest energy of the hydro­
gen atom, assuming that as a result of an interaction with a new type of nuclear 
field the coulomb interaction is modified to become V = -e2 I (r + ro), where 
0 < ro << ao. 

14-3. It was found empirically by Geiger and Nuttal that the energy of an 
a-particle could be related to the corresponding decay constant 'Y = 1/Tt/2 
with a formula of the general type ln E = a In 'Y + b, where a takes on nearly 
the same value for all three radioactive series, and b differs from one series to 
the next. (a) Evaluate the integral in the barrier-penetration term of the 
theoretical expression for 'Y and compare the theoretical 'Y thus obtained with 
the empirical formula. What can be concluded? (b) By consulting a table giving 
both decay constants and decay energies for various a-emitters, compute a 
rough value for the size of the nucleus. 

14-4. Tritium (H3) is radioactive and decays to He3 with the emission of 
an electron. Assuming that the /i-decay electron can be ignored since it quickly 
leaves the atom, the effect of the /i-decay can be represented as an instantaneous 
change in the magnitude of the nuclear charge without any change in the orbital­
electron wave function. (This is known as the "sudden" approximation.) 
(a) Assuming that the tritium atom is initially in its ground state, calculate the 
probability of finding the resulting He+ ion in its ground state immediately 
after the fi-decay. (b) Calculate the mean energy radiated by the atom after 
the decay. 
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14-5. The potential energy of interaction for a diatomic molecule is some­
times taken to be of the form 

A B v = - - - · 
r2 r 

Calculate the vibrational energy levels of such a molecule by making use 
of a "parabolic fit" to this effective potential. Put in the numerical v�lues 
characteristic of HCl, expressing energies in electron volts. 

14-6. Consider an anharmonic one-dimensional oscillator with a potftial 
energy given by V = ikx2 + Ax4• (a) Use the variational method to c leu­
late the lowest energy level by choosing as a trial function 1/1 = auo + f3u2 , 
where uo and u2 are simple harmonic oscillator functions. Choose {3/a a d w 
as the variational parameters. (b) Compare this result with the perturb tion 
calculation in the text. 

14-7. (a) In time-independent perturbation theory, the Hamiltonian can hP. 
written as H = Ho + H'. Show that 

Consider a hydrogen atom in its ground state in a uniform electric I field 
which polarizes it. For a field in the z-direction, H' = -e8z, where 8 is the 
electric field strength. (b) Show that the first-order correction to the ground­
state energy Hh is zero. 

The change in the ground-state energy is .1 W = j-a82 , where a is the �olar­
izability and is known to be about 0.68 X 10-24 cm3• (c) Show that the m�trix 
element H{q is nonzero only for l = 1 .  

Simple order-of-magnitude estimates show that IH{ql 2 decreases rapidly 
in size as the n associated with the state q increases : 

(d) Show that 

where E2 is the lowest P-state energy. (e) Calculate this upper limit on q and 
compare it with the experimental value. The agreement is good because df the 
rapid convergence of the series. 

14-8. Two hydrogen atoms separated from each other by a distance arge 
compared with a Bohr radius ao are attracted toward each other b the 
van der Waals interaction. This represents .the interaction due to a m tual 
polarization of the two atoms by each other. (a) Write the Hamiltonian for a 
two-hydrogen-atom system in terms of the distance R between the nucle and 
r1 and r2, the coordinates of the electrons respectively associated with uclei 
1 and 2 relative to the positions of these nuclei. Treat the system by perturb tion 
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theory, taking the two separate but not interacting atoms as the unperturbed 
system and all the interaction terms as the perturbation. (b) Show that in an 
expansion of the perturbation in powers of R-1, the leading term is the term 
in R-3• (c) Using the first result of Problem 14-7, compute a lower limit to the 
strength of the interaction as a function of R-1•  

14-9. The one-dimensional energy-eigenvalue equation 

has eigenvalues En 2n + 1 and matrix elements 

(a) Use perturbation theory to find the terms in a and a2 in the eigenvalues of 

d?v 2 E' dx2 - x v - axv = v. 
(b) Determine the eigenvalues exactly and compare with the perturbation cal­
culation. (c) If the original system corresponds to a simple harmonic oscillator 
oscillating about x = 0, what is the corresponding interpretation of the revised 
system? (d) Does this interpretation fit in with the energy-eigenvalue calcula­
tion for this system? 

14-10. The unperturbed wave functions for Problem 14-9 are 

H n(x) exp ( -x� /2) 

7r 
114'\1"2nni 

(a) Find the terms in a by which Vn, the eigenfunction for the revised system, 
differs from Un. (b) Compare this approximate Vn with the Taylor-series expan­
sion in a for the exact solution. (c) Obtain in this way a recurrence relation 
for Hn and H�. 

14-1 1 .  Calculate an approximate energy value for the lowest P-state of a 
particle of mass m moving in a potential of the form A/vr. 

14-12. A hydrogen atom is placed in a static electric field of strength 103 
statvolts/cm = 3 X 105 volts/em. This field is instantaneously turned off. 
Calculate the probability that the atom will thereafter emit a photon with a 
wavelength of the first member of the Lyman series (n = 2 --+ n = 1 ) .  

Yt210 1 ( r )  
z exp - - · 

(327ra8) I/ 2 2ao 
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e = 4.8 X 10-10 statcoul = 1 .6 X 10-19 coul, 

ao = 0.53 X 10-8 em, 

/o«J xn exp ( -x) dx = n !. 
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14-13. A one-dimensional anharmonic oscillator has a classical equatidn of 
motion of the form 

mx + kx + ax3 = 0. 

(a) Calculate its possible energies, using first-order perturbation theory. (b) om­
pute the eigenfunction corresponding to the lowest energy state of this sy tern. 

14-14. A one-dimensional oscillator in the form of a mass m suspended rom 
a spring with spring constant k is in its lowest energy state. The upper e d of 
the spring is suddenly raised a distance d, and after a time T is quickly retu ned 
to its original position. (a) Assuming the validity of first-order perturb tion 
theory, calculate the probability that a transition has occurred to the first 
excited state. (b) Show that in first order, this is the only transition that oc urs. 

14-15. Obtain an approximate value for the lowest energy of the hydr gen 
atom, using the variational technique with the wave function for the gr und 
state of the three-dimensional oscillator as the trial function : 

(2 )3/4 t/1 = : exp (- ar2) .  

14-16. (a) For the one-dimensional potential well shown in  Fig. 14-6, c�lcu­
late the possible energies (one-dimensional motion only) subject to the c�ndi­
tions 2mEoa2 << fi2 and 2m Voa2 << ft2• 

(b) Show that for particle energies in a range for which the central b�rrier 
has a small transmission probability (see Chapter 3) , the energy levels o the 
system occur in pairs, each pair consisting of an even and an odd state. 

(c) Form an energy-superposition state from such a pair of states, for hich 
the particle is almost certain to be found on the left side of the well. This tate 

QO V(x) QO 

--� Vo 

__ ._ ____ �--L-�----�� x a 2 
FIGURE 14-6 

b 2 
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i s  analogous to  the classical motion of  a particle with E < Vo. Examine the 
time dependence of this state, and show that the time required for the particle 
to get to the right side of the well is of the same order of magnitude as ob­
tained from the following semiclassical argument. Assume that the particle is 
classical, traveling back and forth on the left side of the well, with a probability 
of transmission through the barrier given by the quantum calculation of Chap­
ter 3. Compare this calculation of the time dependence of probability for the 
occupancy of the right side of the box with the quantum-mechanical calculation. 



CHAPTER 15 

INTERACTION WITH A STRONG 

ELECTROMAGNETIC FIELD 

15-1 The Hamiltonian of a particle in an electromagnetic field. In 
this chapter, the interaction of a charged particle with an externally ro­
duced electromagnetic field will be considered. In a complete treatm nt, 
the electromagnetic field must be considered as a dynamical system, · th 
its coordinates and momenta treated according to quantum-mecha ·cal 
formalism. *  When the field. is treated in this fashion, it is found th t it 
possesses many of the properties of particles ; as mentioned earlier, t ese 
electromagnetic quanta are called photons. The problem of the i ter­
action of the field with a charged particle is essentially the problem of 
the creation and destruction of photons under the influence of the inter­
action with the charged particle. However, for a sufficiently st ong 
electromagnetic field, the specifically quantum-mechanical effects bee me 
small fluctuations on large, classically determined quantities, and · is 
possible to describe the effect of the electromagnetic field on charged ar­
ticles as an interaction between the charged particles and the given ari­
ables which characterize the externally applied electromagnetic field. In 
this type of description, the effect of the charged particles on the elec ro­
magnetic field is neglected ; thus such a description is fundament lly 
incapable of describing the radiation processes of an atom. It is cap ble, 
however, of describing the effect of the field on charged particles; for 
example, we can evaluate the action of an electromagnetic field in ca ing 
an atom to jump from one energy state to another. 

To properly introduce the electromagnetic interaction into the equatJons 
of motion of a charged particle, we start with the classical Hamiltobian 
of the particle (see Chapter 5), 

1 ( q )2 H = 2m p - c A + qq,, (1�1) 

where p is the canonical momentum and is related to the ordinary li�ear 
momentum mv by 

p = mv + !1 A. c (1�2) 

* W. Heitler, The Quantum Theory of Radiation, Oxford University Press, 
Oxford, 3rd ed., 1958. 
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260 INTERACTION WITH ELECTROMAGNETIC FIELD [CHAP. 1 5  

This Hamiltonian may b e  substituted into the Schrodinger equation 

Ht/t = ih at�t · at (15-3) 

Since we treat the fields as externally applied entities, the operators A 
and <P in Eq. (15-1) are simply ordinary functions of position and time. 

15-2 Motion of a free electron in a uniform magnetic field. As a first 
example of the interaction of a charged particle with an electromagnetic 
field, consider the interaction of an electron with a uniform static mag­
netic field. In this case, the Hamiltonian can be written as 

1 ( e )2 
H = - P + - A , 

2m c 
since there is no electrostatic potential. 

The magnetic field strength is given by 

<B = V X A, 

and the Lorentz condition, Eq. (5-20),  reduces to 

V · A  = 0. 
Since 

[f(x) , Pz] = ih a��) ' 
it is seen that 

A · P - P · A = ih V • A. 

(15-4) 

(15-5) 

(15-6) 

(15-7) 

(15-8) 

This, together with Eq. (15-6) , shows that the momentum operator and 
the vector potential commute with each other: 

P · A  = A · P. (15-9) 

Expanding Eq. (15-4) and making use of this commutation, one obtains 

p2 e e2 
H = - + - A · P + - A2• ( 15-10) 

2m me 2mc2 

Furthermore, since the vector potential represents a uniform magnetic 
field, it can be written as 

A = -!r X <B. (15-11) 

The second term in the Hamiltonian can then be written, apart from the 
factor e/mc, as 

A · P = -!(r X <B) • P = !<B · (r X P) = !<B · L, (15-12) 
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since <B and r commute. Also 

(15�13) 
To simplify the notation, assume that the uniform magnetic field is it} the 
z-direction and of magnitude <B. In this case, the Hamiltonian reduc�s to 

1. 2 2 
H = _. p2 + _e_ <BL + � (x2 + 2) .  2m 2mc z 8mc2 Y (1�14) 

It can be seen from this equation that the operator Lz commutes witi the 
Hamiltonian and that both these operators commute with the operat P z· 
Consequently, the three operators H, P z, and Lz commute with on an­
other, and it is possible to choose wave functions which are simultane usly 
eigenfunctions of all three operators. [Remember from Eq. (15-2) tha the 
momentum is no longer only the kinetic momentum mv, and the z-com­
ponent of angular momentum Lz now also contains a part correspo�ing 
to the A-term of the generalized momentum.] The energy represente by 
this Hamiltonian can be separated into three parts : the energy assoc ated 
with motion in the z-direction, the term involving Lz, and the rema"nder 
of the energy associated with motion in the x- and y-directions. This 
latter part will be designated by the operator H0 : 

1 2 2 (e2<B2 ) 2 2 Ho = 2m (Pz + P11) + i 4mc2 (x + 
Y ) .  (15-15) 

Note that this is simply the Hamiltonian of a two-dimensional s1F.ple 
harmonic oscillator and has an energy which is the sum of the energ es of 
two linear harmonic osciilators. The wave function which is simultane usly 
an eigenfunction of all three mutually commuting operators H0, Lz and 
P z can be written in the form 

(1f-16) 
The three subscripts are the quantum numbers appearing in the eigenvalue 
equations 

The c.J appearing in the first of these equations is given by 

e<B c.J = + -- · 2mc 

( 1�17) 

(1p-18) 
The ground-state wave function for the two-dimensional oscillator l is an 
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even function under a change of sign of the x- and y-coordinates : 

1/lomzp.(x, y) = 1/IOmzp11( -x, -y) .  (15-19) 

The first excited state, with n = 1, is an odd function under a change in 
sign of both x and y. It is seen that even wave functions are associated 
with even quantum numbers n, and odd wave functions are associated 
with odd quantum numbers. Also, in Eq. (15-17) , even values of mz are 
associated with wave functions which are even under a change in sign of 
x and y, and odd values of mz are associated with odd wave functions. 
Therefore, n and mz are either both even or both odd. From the above 
discussion, the energy-eigenvalue equation for the total Hamiltonian can 
be written as 

H'l/lnmzpz = [2� P� + (n + 1)1i.w + mzliw] 1/lnmzp11 

= [2� P! + (n + mz + l)hc.>] li'nmw,· {15-20) 

We could also use ladder operators to obtain the same wave function 
(see Problem 15-9) . Since n and mz are both either even or odd, and since 
the total energy of the electron in a uniform magnetic field cannot be 
negative [H being the square of a Hermitian operator, Eq. (15-4)], we 
see that 

n + mz = 2r � 0 ;  
therefore 

n � -mz. 
The total energy eigenvalue can thus be written as 

1 2 Enmzpz = (2r + 1)1i.w + 2m Pz, r = 0, 1 , 2 . . .  

(15-21) 

(15-22) 

(15-23) 

The quantity Pz represents the momentum in the z-direction of the par­
ticle. The total energy of the electron is composed of the kinetic energy 
associated with motion along the z-direction and the energy associated 
with motion in the xy-plane, as given by (2r + l)li.w. Note from Eq. 
(15-23) that the motion in the x- and y-directions has a zero-point fluctua­
tion effect connected with it, as in the case of the simple harmonic oscilla­
tor, and that the lowest energy of an electron in a uniform magnetic field 
is not zero but is equal to li.w. This result is a bit surprising, inasmuch as 
the electron is not confined to a small region of space by the magnetic 
field, but can exist anywhere in a rather large volume; it might at first ap­
pear that the uncertainty principle should not lead to an uncertainty in 
momentum and the resulting contribution to the kinetic energy of the 
particle. 
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The Hamiltonian of Eq. (15-14) is not unique for the problem of the 
motion of an electron in a uniform magnetic field ; an infinite numb r of 
vector potentials A can be used to represent a uniform magnetic eld 
along the z-direction. The only restrictions necessary for Eq. (15-1 ) to be valid are that Eqs. ( 15-5) and (15-6) must be satisfied. It is re dily 
seen that any vector potential A' related to the vector potential of Eq. 
(15-11) by 

A' = A + VI, (Ht24) 

where I is any differentiable scalar function of position [I = l(x, t, z) ] satisfying 
( 15-25) 

also represents the same uniform magnetic field as A. [The transform!ion 
of Eq. (15-24) is a special case of a gauge transformation in which oth 
scalar (cf>) and vector (A) electromagnetic potentials are transform d in 
such a way as to keep the electromagnetic fields unchanged. Su h a transformation does not alter the physical situation.] Formally, it can be shown by direct substitution that if the vertor­
potential transformation of Eq. (15-24) is made, the original form o the 
energy-eigenvalue equation is obtained if the wave-function transform tion 

¥t' = ¥t exp (� I) (1�-26) 

is simultaneously made. 
As an example of an alternative vector potential, consider 

A� = -<By, A� = A� = 0. (1:r-27) 

This can be obtained from Eqs. (lfi-1 1) ,  (15-24) , and the scalar fun�tion 
<B I = - 2 xy. ( 1$-28) 

With this choice of vector potential, the energy-eigenvalue �quation !s [_!__ (p - e<By)2 
+ p; + p�] Vt = E¥t. 2m z c 2m 2m (1$-29) 

As before, z is a cyclic coordinate, and P z is a constant of the motion. tow, 
however, x is also cyclic, and H, Pz, and Pz commute. The wave fun tions can thus be chosen to be simultaneous eigenfunctions of these oper tors ; . 
such a wave function will be of the form 

( 15:...30) 
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The function G(y) satisfies 

where 
[p: _ 2epzffiY + e

2ffi 2 2] G( ) = E' G( ) 2m c c2 Y Y Y ' 

2 2 
E' = E - .1!:_ - b._ · 2m 2m 

Equation (15-31) can be simplified by making the substitution 

it becomes Y 
- cpz . 0 = ecB ' 

[;� + ;:�: (y - Yo)2] G(y) = (E' + :�) G(y) 

= (E - :l) G(y) . 

[CHAP. 15  

(15-31) 

(15-32) 

(15-33) 

(15-34) 

This can be recognized as the equation for a one-dimensional simple 
harmonic oscillator of (circular) frequency 

eCB 
"'1 = me · (15-35) 

[Compare Eq. (15-34) with Eqs. (3-55) and (3-57) .] The energy asso­ciated with this motion can be written immediately, using the results 
obtained earlier : 

or 
2 2 

E' + b._ = E - ]!.!_ = (n + i)li.CA.ll 2m 2m (15-36) 

(15-37) 

In terms of the (circular) frequency introduced in the discussion of the 
same problem using the other gauge, Eq. (15-18), 

and 
p2 E = (2n + 1)1i.CA.l + -• · 2m 

(15-38) 

(15-39) 

This is identical to the previously obtained result, Eq. (15-23), as of course it must be. The eigenenergy E is seen to be independent of the momentum 
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in the x-direction, Px· This, however, is now a constant of the mo ion 
and can assume any value in the continuous range - oo � Px � oo .  
Thus there is an infinite degeneracy to be associated with each en rgy 
state. This was also the case for the alternative gauge discussed ear ier. 
From Eq. (15-20) it can be seen that for each value of the energy t ere 
is an infinite number of possibilities for the two quantum numbers n nd 
mz. All that is required is that n + mz be constant, and n can assume �ny 
integral value in the range n � 0, while mz can take on any integral 
value in the range n � -mz � - oo .  

The Hamiltonian for either gauge can readily be modified to inclu<lle a 
term for the interaction of the spin magnetic moment of the particle With 
the external field. If the term 

e e + - <B • S = + - <BSz me me (15+40) 

is added, the resulting energy for the particle (assumed to be an electroh) is 

_l_ 1 2 Enmzpz± = (2r + 1 ± "2)/i..w + 2m Pz· (15-t-41) 

The sign (±) refers to the two possible orientations of the electron �pin 
relative to the magnetic field. 

15-3 The weak-field Zeeman effect. The Zeeman effect splits a spe tral 
line into a number of components under the influence of a magnetic eld 
acting on the emitting atom. The relevant problem here is that of cal­
culating the effect of an externally applied magnetic field on the en rgy 
levels of an atom. The Hamiltonian of the one-electron atom, or the ne­
valence-electron atom as in the case of an alkali metal, can be wri ten, 
as in Eq. (14-46) , as 

1 2 1 1 dV 
H = 2m 

p + V(r) + 2m2c2 r dr L . S. (15f-42) 

When a uniform magnetic field is present, this becomes 

1 ( e )2 e 
H = -2 P + - A + V(r) + j(r)L · S + - <B • S. m c me (15k3) 

For the magnetic field strengths commonly encountered in the labora�ory, 

l e2A2 1 << V(r) mc2 (15k4) 

is satisfied in those regions where the electron is nearly always fopnd. 
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Consequently, the square of the vector potential can be neglected in 
comparison with the potential energy of the electron. If we neglect this 
term and again take the magnetic field to be in the z-direction, we can 
write the Hamiltonian of Eq. (15-43) as 

H = -2
1 P2 + V(r) + f(r)L · S + 2e

CB (J� + 8�) . m me · (15-45) 

Assume that the magnetic field is weak in a sense to be described later; 
the Zeeman splitting of the energy level will be calculated in this weak­
field approximation. If we use perturbation theory, the change in the 
energy level which results from the inclusion of the last term in Eq. (15-45) 
can be written, in first order, from Eq. (15-18) : 

(15-46) 

Here the wave function is characterized by the quantum numbers l, j, m;, 
and n. To evaluate (8�), it is necessary to calculate explicitly the spin 
dependence of such wave functions. To do this, we introduce the ladder 
operator 

{15-47) 

From Eq. {9-59) , replacing L by ], we have 

J_t/tz,;,m;+l = [ (j - m;) (j + m; + 1)] 11 2htflim;- {15-48) 

For simplicity, the index n has been dropped because it is common to all 
the levels in question. Also, from Eq. (9-60) we see that [ (j + m ·) ' ]1 / 2  (1)i-mj . 

1/lz;mj = (2j) !(j _ '�;) ! h J�mjYtlii· {15-49) 

It is clear that the largest value of m; is equal to l + l, when both the 
orbital angular momentum and the spin angular momentum of the electron 
have their largest possible component in the positive z-direction. This can 
occur only for j = l + l- Consequently, this energy state is also an 
eigenstate of L� and 8� and can be characterized by the quantum numbers 
l = j - l and m; = j. Inasmuch as the wave function for which j and 
m; take on their largest possible values is also an eigenfunction of L2, L�, 
and 8�, the wave function can be written explicitly in the form 

t/tz , Z+l / 2 , l+l l2 = Yzz(6, 4>) R+(r) . (15-50) 

The subscript ( +) on the radial function signifies that the spin of the 
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electron is in the positive z-direction. By using the ladder operator�all 
the other eigenfunctions with the same value of j can be generated in 
Eq. (15-49) . In particular, for m; = j - 1, the function has the for 

1 
Yti-l/ 2 ,j,j-1 = 1iv'2} J-Yti-1 /2 ,j ,j· (15-t51) 

There are two eigenfunctions with this particular value of m;; the lone 
which is orthogonal to that of Eq. (15-51) can be written as 

1 ---;=.======== (L_ - 2lS_)1/t;-It 2 .i.i· 
V2l(2Z + I )  

[It may be verified directly that the functions of Eqs. (15-51) and (15  52) 
are orthogonal to each other.] Consequently, the function of Eq. (15 52) 
cannot be an eigenfunction of the largest possible value of j and mus be 
an eigenfunction of the smaller value, namely j = l - l· This func ion 
then can be taken to be the leading function for a chain of all the va · ous 
possible values of m; with this particular value of j. Starting either "th 
the function of Eq. (15-50) or with the function of Eq. (15-52), one can 
generate all the eigenfunctions with this particular value of l and otal 
quantum number n :  

[ (l + i + m;)! ]I / 2  
Yt l, l+l/2 ,m; = (2l + 1) ! (Z + ! _ m;) ! 

X J l+l l 2-m;.1, (1) Z+l / 2-mj h - 'l' l , l+l / 2 , l+l f2 , 

- [ (l - ! + m;) ! ]1 / 2  
Ytl , l- 1 / 2,m; - (2z + l)!(Z _ ! + m;) !  (l) l-1 / 2-mj . 

X h J=-112-m;(L_ - 2lS_)1/tz. z+1 /2 , Z+l / 2 · 

The ladder operators appearing in these equations can be simplified by 
making use of 

J:_+l / 2-m; = (L_ + S_) Z+l / 2-m; = L�l/2-m; + (l + l - m;)L=-1/2-m;s_, (ltr-54) 

where the operator S- appears only to the first power. The effect o. this 
operator is either to "turn the spin down" or to give zero ; consequefntly, 
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its square and all higher powers are equal to zero. By a suitable combina­
tion of the above equations, one obtains 

- (l + ! + mi) l / 2  
1/tz , Z+l l 2 ,m; - 2z + 1 Yz,m;-l / 2 R+ 

(l + ! - m ·) l / 2  
+ 2z + 1 ' Yz,mi+l i2 R_, 

(l + ! - m ·) l / 2  
1/lz , l-l / 2 ,mi = 2z + 1 ' Yz,mj-1 12 R+ 

(l + ! + mi) l / 2  - 2z + 1 Yz,mi+l/ 2R-· 

(15-55) 

These equation� represent the expansion of the wave functions charac­
terized by the quantum numbers l and m1 in terms of wave functions char­
acterized by the quantum numbers l, mz, and m,. Thus a transformation 
of the representation from one set of basis functions to another has been 
effected. 

This way of expressing the wave functions 1/lzimi is particularly useful 
for calculating (Sz), since the terms in the decompositions given by 
Eq. (15-55) are separately eigenfunctions of Sz and are orthogonal to each 
other. Consequently, the cross terms in computing (Sz) are zero, and this 
expectation value is 

1 l + ! + m1 1 l + ! - m1 (Sz)J=l+l/ 2  = 2 h 2l + 1 - 2 h 2l + 1 

_ m1h 
- 2l + 1 , 

1 l + ! - m; 1 l + ! + m; (S,)J=l-t/ 2  = 2 h 2l + 1 - 2 h 2l + 1 

m1h = - 2l + 1
. 

Substituting these results into Eq. (15-46), we find (2j + 1) 11E limi = m1hw 2l + 1 

(15-56) 

(15-57) 

(15-58) 

for the shift in energy of a particular energy level under the influence of 
an external magnetic field. 

This result has a simple physical interpretation. Note that each energy 
level characterized by a particular m1 is shifted in energy by an amount 
proportional to m1. In other words, all the energy levels corresponding 
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to a particular j (which represent the possible orientations of this t tal 
angular momentum with respect to the magnetic field) are, for 
magnetic field, equal in energy, but when a magnetic field is applied, 
level is shifted in energy by an amount proportional to the compone 
the total angular momentum along the direction of the magnetic 
This is just the result one would expect if the atomic angular momen urn 
is thought of as associated with a rotating top having a certain mag etic 
moment. The interaction of such a magnetic moment with the mag etic 
field is proportional to the component of the angular momentum in the 
direction of the field, leading to the equal splittings found. 

The magnetic moment associated with the total angular momelum 
vector J arises from contributions from the orbital m 

.. 

otion of the elec ron, 
which can be thought of as a circular current, and from the electron pin. 
These two contributions are added vectorially, since the correspon ing 
angular momenta are added vectorially. 

15-4 The g-factor. One quantity of importance in the analys� of 
spectra is the ratio of the magnetic moment to the associated an lar 
momentum of an atom. This is known as the gyromagnetic ratio, and can 
be written as g(ej2mc), where IY I is called the g-factor and is a dimensio less 
number. 

The g-factor for spin momentum is different from that for o�r ·  tal 
angular momentum. Consequently, for a vector model, the directi n of 
the magnetic moment of the atom is different from the direction o the 
angular momentum of the atom. One can imagine the electron spin and 
orbital momentum as each rapidly precessing about the total an lar 

{��-----..... , I ' ', ', 
I '\ ..... ,Ji --..... ,, 

I \/ ' ..... ..._ \ I '� ...... _ _ , 
I I p.l I I I I I I I I I I I I 

FIG. 15-1 . A vector model of the addition of two angular momenta, sh; ing 
the corresponding addition of the accompanying magnetic moments. D hed 
vectors represent magnetic moments ; solid vectors represent angular mo enta. 
The g-factor for the combined system can be obtained from this model. 
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momentum of the atom, leading to a precession o f  the magnetic moment about the direction of the total angular momentum. This rapid precession 
can be pictured as averaging out all components except the component 
along the total angular momentum, thus leading to an effective magnetic moment for the atom which is in the direction of the total angular mo­
mentum. On the other hand, the complicated vectorial way in which 
the magnetic moment is added leads to a g-factor which lies between that 
of the orbital motion and that of the spin angular momentum. In Eq. 
(15-58) , the term in parentheses is the g-factor, namely, 

2j + 1 g = 
2l + 1

. (15-59) 

This is seen to be equal to two in the case of l equal to zero, since then 
j = s = !. For large values of l, this g-factor becomes equal to unity. 
Figure 15-1 is a vector diagram showing how the two angular momenta 
combine to give a total angular momentum and how the two magnetic 
moments combine vectorially to give the correct component of magnetic moment along the axis of the total angular momentum, thus giving the 
g-factor of Eq. (15-59) . 

15-5 The strong-field Zeeman effect. The energy shifts given by Eq. (15-58) are correct only so long as the field is sufficiently weak; the 
shift in energy must be small compared with the fine-structure splitting 
between the states j = l + l and j = l - !. Another interesting spe­cial case is that of the strong-field limit, in which the magnetic field is so strong that the external magnetic field is larger than the effective 
internal magnetic field acting on the electron. In this case, the spin-orbit term in Eq. (15-45) is regarded as a perturbation term and the Zeeman .term is taken as part of the unperturbed Hamiltonian. It is now ad­
vantageous to write the Hamiltonian in the form 

H = 2� P2 + V(r) + ;:c (L, + 28,) + f(r)L · S. (15-60) 

The first three terms constitute the unperturbed Hamiltonian. All com­
mute with the operators L, and S,, so wave functions for the unperturbed Hamiltonian can be taken to be simultaneously eigenfunctions of L2, L,, and S,, with quantum numbers l, mz, and m.. The energy of the atom in a state with quantum numbers l, mz, m., and n can now be written as 

Enlmzm. = En + lkAJ(mz + 2m.) + (f(r)L · S). (15--61) 

The last term represents the contribution from the perturbing spin-orbit 
term, in the form of the expectation value of this operator. Inasmuch as 
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the average value of Lz and L71 is zero for a state of definite Lz, the qon­
tribution from the perturbing term can be simplified : 

(f(r)L · S) = (f(r)LzSz) = (f(r) )mzm,h2 • (15t2) 

This contribution to the energy can be expressed in terms of the zero- eld 
fine-structure splitting of the level �E. Using Eq. (9-71) ,  we find, for 
zero applied magnetic field, that this splitting is 

�E = En , l,i= l+l /2 - En , l ,i=l-I/2 = (f(r)L · S) li=l+l / 2  
(f(r) H·[j(j + 1 )  - l(l + 1) - ll h2 

i=l-l / 2  
(f(r) )(l + !)h2• ( 15+63) 

Expressed in this way, the energy in the strong-field limit for the var�ous 

mz == m, i= 

0 J 

0 -l 

-1 -l 
FIG. 15-2. The Zeeman effect in a P-state of an alkali metal atom. The crrves 

have been plotted from an expression valid for all values of the magnetic eld. 
Also shown, as broken lines, are the Zeeman splittings in the "weak-field' and 
"strong-field" limits as calculated in the �xt, using perturbation theory. 
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angular-momentum states is 
Enzimj = En + hw(m z + 2m,) + oE ��mi · (15--64) 

A corresponding equation that is valid in the weak-field limit is. obtained 
from Eqs. (15--45) , (15-58) , (15--63) , and (9-71) : 

E . = E + oE [j(j + 1) - l(l + 1) - t] + .1 . . . (2j + 1) . n lJmj n 2l + 1 nwm, 2l + 1 
(15--65) 

These expressions are plotted as broken curves in Fig. 15-2 as functions 
of the magnetic field strength for the case l = 1. The curves are labeled 
by the quantum numbers which are valid in the strong- and weak-field 
limits respectively. In the region of weak fields, note that the energies branch out from a common point at zero magnetic field and that the curves 
are all equally separated for a given j. Equations (15--64) and (15--65) 
are valid only in the limits of very strong and very weak fields respectively ;  
the solid curves of Fig. 15-2 have been plotted from an exact expression good for all magnetic field strengths. Inasmuch as the figure is plotted 
for l = 1, these energy levels represent the behavior of the energy levels in an alkali metal, such as sodium, for P-states. 

15-6 Interaction of an atomic electron with a plane electromagnetic 
wave. In this section, the rate at which an atom absorbs energy from a plane electromagnetic wave incident upon it, and also the rate at which 
stimulated emission takes place if the atom happens to be in an excited state, will be calculated. Note that, in accordance with the approximation 
that is being used, the natural (spontaneous) emission of the atom is 
ignored. For a plane wave in free space, the magnitude of the magnetic field strength is equal to the magnitude of the electric field strength (in cgs units) ; from this, we can estimate the order of magnitude of the inter­action energies. The first to be calculated is the interaction energy of the electron with the electric field due to the electronic charge. This has the order of magni­
tude given by ea08, where a0 is a measure of the radius of the atom. On 
the other hand, the magnetic dipole interaction has an energy of the order 
of (eh/mc) <B. This represents the energy of interaction between the magnetic dipole moment of the electron and the magnetic field. If a0 is 
taken to be the Bohr radius for a hydrogen atom, we have 

e2 1 A 1 ao = mc2 • a2 = me · � ' ( 15--66) 
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where a, the fine-structure constant, is given by 
e2 1 

a = he ::::::: 137 · 
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(15+67) 

Comparing the electric and magnetic interaction magnitudes, we see �hat 
the magnetic interaction energy is about 1/137 of the electric interac ion 
energy and may therefore1 to a good approximation, be neglected. his 
leaves the expression 

H' = + � A · P me 

as the only interaction energy which need be considered. 
For a plane wave, the vector potential may be assumed to be 

A = {Ao exp [i(k . T - wt)]} real part• 

( 15H>8) 

(15+-69) 

For a choioe of Lorentz gauge, and with the scalar potential cp equ41 to 
zero, the plane of polarization of the wave is perpendicular to the direction of propagation; hence 

Ao · k = 0. 

Also, the divergence of the vector potential is zero : 
div A = 0. (15j-71) 

For a plane electromagnetic wave haying a wavelength which is rge 
compared with the diameter of the atom, it is possible to introdu e a 
further simplification known as the dipole approximation. In this ase, 
k · r << 1 for all values of r where the atomic electron is apt to be. The term exp (ik · r) in Eq. (15-69) can therefore be replaced by unity. ak­ing the center of the atom to be at the point r = 0, the interaction en rgy 
of Eq. (15-68) can be approximated by 

e H' = + - A0 • P cos wt. me (15�72) 

Here the electric dipole part of the interaction is considered. Thi� ap­proximation is equivalent to assuming that the electromagnetic field is uniform over a region large compared with the size of the atom. The problem to be considered is the calculation of transitions �the atom between energy states caused by its interaction with the ele tro­magnetic wave given in Eq. (15-72) . We will apply time-depe ent perturbation theory, and direct use will be made of the expression fo the 
expansion coefficients Cj developed in Chapter 14. From Eq. (14 1) ,  
assuming that the resonance condition 

( 1�-73) 
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is satisfied, and dropping small terms, we obtain 

c;(t) = - 2 ie 1: Ao · UIPIO) exp [ii(w;o - w)t] silt(w;o - )) t  · (15-74) men w;o - w 

To simplify the notation, assume that the direction of polarization of the 
electromagnetic wave is in the z-direction ; we then obtain, as the proba­
bility that the atom will be in state j at time t, 

lc -(t) l 2 = e2 
A 2 ! ( . 1P, IO) I 2 sin2 i(w;0 - w)t . J 4m2c2/i2 

o J !-(w;o - w) 2 
(15-75) 

K ote that this implies that at time t = 0, when the electromagnetic radia­
tion is imagined to be suddenly switched on, the atom is in the state 0. 
The probability of being in state j at the later time t is a sinusoidally 
oscillating function of t. In practice, there is usually some damping 
mechanism which stops this oscillation between energy states. 

An example of such a mechanism is collision damping, in which collisions 
with other atoms disturb the atom in such a way as to produce . random 
phase shifts in the various ck's of the expansion, Eq. (14-54) . Mter such 
random phase shifts, the behavior of the atom is, on the average, as if it 
were in any one of the several (pure) energy states, with probabilities given 
by the absolute squares of the corresponding ck's. Thus all that is required 
is to calculate the average probability that a transition will have been 
made between the state 0 and state j at the time of the first collision. To 
do this, it is first necessary to obtain a distribution function for collisions. 
An atom observed at time t = 0 will eventually suffer a collision at some 
later time t. The probability per unit time, dW / dt, that the collision will 
occur at a certain time t after the initial observation, a collision not having 
previously occurred in the interval between t = 0 and t = t, is given by 

dW lit = 'Y exp ( -'Yt) . (15-76) 

This expression can be obtained by dividing the time interval from t = 0 
to t = t into infinitesimal intervals dt and multiplying together the prob­
abilities that the atom will not suffer a collision in each of these time 
intervals. If Eq. (15-76) represents the probability per unit time that a 
collision will occur at a time t, then the mean transition probability in 
the time interval from zero to infinity is 

W = fo� lc;(t) ! 2'Y exp ( -'Yt) dt. (15-77) 

This is the average probability that ·a transition will have occurred- from 
the state 0 to the state j at the time of the first collision after t = 0. The 
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integral which must be evaluated is f.� 'Y exp ( -'Yt) sin2 !at dt = � 'Y• i a• (15-78) 

Using this result, one obtains for the transition probability per collision 
{«J 2 2 

W = J 0 lci(t) I 2'Y exp (-'Yt) dt = 4�2�2�2 I UIP z iO) I 2 (wio _ !) 2  + ,2 · 
(15-79) 

Note from this expression that the probability that an atom initially in state 0 will be thrown into state j is exactly equal to the probability that 
an atom initially in state j will be thrown into state 0, since 

(15-80) 
must be satisfied. Equation (15-79) gives the transition probability per 
collision that an atom will be thrown from one state into the other ; from 
this expression, we can readily obtain the probability per second that a 
transition from one energy state to the other will occur. We do this by 

· multiplying by the average number of collisions per second, which is 
simply 'Y. Knowing the probability per second that a transition will occur from one state to the other, we can write directly the energy ab­
sorbed per second by a gas which contains populations n0 and ni of atoms 
in states 0 and j respectively. The rate at which energy is absorbed by the gas is 

e2 A� I .I I 12 
2'Y ( ) U = (no - nj)li6J 4m2c2ft2 (J p z 0) (wio - w) 2 + ')'2

. 15-81 

It is sometimes desirable to express the rate at which an atom initially 
in state 0 absorbs energy from the electromagnetic wave in terms of a collision cross section. This represents the effective cross-sectional area 
presented by the atom to incident photons. It is equal to the average energy per second absorbed by the atom in the state 0, divided by the energy flux per second per square centimeter in the incident electro­
magnetic wave. This ratio, which has the dimensions of an area, can be 
thought of as an effective cross-sectional area u of the atom. The energy 
flux in the plane wave is 

Therefore 
g2 w2 A� s = - c = -- . (15-82) 811"' 811"'C 

hw(e2 A�/4m2c2h2) I CiiP z iO) I 2 {2'Y /[(Wjo - w)2 + 'Y�]} 
q = --���----���������--�----� 

w2A�/81rc 

= 21r e
2 I CiiPz iO) I 2 2'Yw (15-83) he m2w2 (wio - w)2 + ')'2 



276 INTERACTION WITH ELECTROMAGNETIC FIELD 

The matrix element can be written as 
(jiP z iO) = m � <ii [H, z] IO) = inu.Jjo(ilziO) . 

Then 

Consequently, the cross section at resonance is 
2 

u = 47r � I Ulz iO) 12 Wjo • 
he 'Y 

(CHAP. 15 

(15-84) 

(15-85) 

(15-86) 

Since the matrix element l (i lziO) I has a magnitude, for a strong transition, 
of the order of the diameter of the atom, this is of the order of the "area" 
of the atom increased by the factor a(wio/'Y) . The matrix element may sometimes be estimated from convenient sum 
rules : 

Also, 
� Wjol <ilz !O) I2 = 2� · 3 

:E IUiziO) I 2 = (Oiz2 IO) = (z2)o. 
j 

( 15-87) 

(15-88) 

Equation (15-87) is easily derived by first computing explicitly the 
commutator of z with the Hamiltonian and then forming the commutator 
of z with this commutator. This yields 

2zHz - Hz2 - z2H = 
h 2 • (15-89) m 

Equation (15-87) then results from taking the matrix element (0, 0) of 
this equation in a representation with H diagonal. 

Equation (15-88) follows simply from an application of the matrix 
multiplication rule. If 0 refers to the ground state, all the terms of the summation of Eq. (15-87) are positive, and we obtain the inequalities 

Wjo l <ilz !O) I 2 � 2� ' 
(15-90) 

I (jlz iO) 1 2 � (z2)o. 

The expression (2mwi0/h) I (jlz iO) 12 is called the oscillator strength of the 
transition. The peak cross section is proportional to the oscillator strength. 
Equation (15-87) states that the sum of all oscillator strengths of transi­
tions to a given level is unity. It is interesting to note that in sodium, the oscillator strength of the two yellow D-lines is 0.976 and the first inequality 
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of Eq. ( 15-90) is very nearly an equality. For unity oscillator strength, 
the cross section at resonance can be written as 

e2 U = 211"' -- ·  
'Ymc ( 15-91) 

This is the radiation absorption cross section of a classical oscillator. 
This is the origin of the term oscillator strength. Equation (15-91) implies that the cross section is infinite when the time 
between collisions is infinite. In this situation, however, the strong-field 
approximation is inadequate and it is necessary to include the effect_ of spontaneous radiation and the corresponding radiation damping. If such 
effects are included, it is found that u at resonance is only of the order of � 2• 

The absorption coefficient for a gas in which the population of state j 
relative to state 0 is determined by a Boltzmann factor (see Chapter 18) 

:; = exp [- (E�i E;)] (15-92) 

can be written as 
1 - exp ( -luJJ;0/kT) r = (no + n;) 1 + exp ( -luJJ;0/kT) · �' (15-93) " 

where n0 and n; represent the number of atoms in states 0 and j in a column of the gas one square centimeter in cross section, and r is the absorption . 
coefficient, that is, the fraction of the electromagnetic radiation incident 
upon the gas which is absorbed by it. Note, from Eq. (15-83), that the maximum absorption occurs at resonance, that is, when the incident 
frequency is equal to the frequency associated with the energy difference 
between the two energy states. In this case, we note that the smaller 'Y, 

e2 . 2� I ----- 4r 1iC I(JiziO)I -r - - - - - -

FIG. 15-3.  The absorption cross section of an atom as a function of frequency, 
for the case of collision broadening. This absorption line has a Lorentz line 
shape. 



278 INTERACTION WITH ELECTROMAGNETIC FIELD [CHAP. 15 

the larger the absorption cross section ; consequently, when the gas is 
at resonance, the less frequent the collisions are, the greater the absorption 
is. On the other hand, for frequencies that are off resonance by more than 
'Y, the absorption becomes larger with increasing values of 'Y. The line 
contour of the absorption is obtained by plotting the absorption cross 
section as a function of frequency ; this is done in Fig. 15-3. The absorp­
tion-line contour given by Eq. (15-83) is known as the Lorentz line shape. AB indicated above, the absorption has been computed only for the 
strong-field limit. However, the expressions obtained actually are correct 
also for weak incident electromagnetic fields, provided that the time 
between collisions is short compared with the natural time required for 
an atom to radiate a photon spontaneously in jumping from state j to 
state 0. If the time is not comparatively short, it is necessary to modify 
Eq. (15-83) as indicated above by adding to 'Y2 another term, 'Y�, repre­
senting the damping resulting from the spontaneous radiation process. 

15-7 Selection rules. In the preceding section, it was shown by com­
putation of the transitions which occur from one energy level to another 
as a result of electromagnetic radiation incident on an atom that the 
probability that a transition will occur is proportional to the square of 
the matrix element of the interaction term in the Hamiltonian which 
couples the two energy states in question. We shall now consider the · 
conditions which must be satisfied for the matrix element in question to 
be nonzero. These conditions are known as selection rules. If the spin­
orbit interaction is included as part of the unperturbed Hamiltonian and 
the radiation interaction term is treated as a perturbing term in the 
Hamiltonian, the stationary energy states will be characterized by the 
quantum numbers j, l, mh and n. The matrix element determining the 
transitions from one energy state to another is, in the electric-dipole 
approximation, of the form (jlm1-n/P/j'l'mjn') .  

Remember that the momentum operator P falls in  the class of vectors 
which we have previously designated class T, with respect to the angular­
momentum operators L and J (see Chapter 9) . Thus the commutation 
relations of Eqs. (9-81) through (9-86) hold. In considering the matrix 
elements of the vector P, it is useful to represent the three components 
of this vector in terms of the combinations 

P+ = ·pz + iP11, 
p_ = P:�: - iP11, 
P •. (15-94) 

Consider now the selection rule satisfied with respect to m;. From 
Eq. (9-81) ,  J. and P. commute with each other. Consequently, the only 
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non vanishing matrix elements which can be obtained for P • are with 
Am; = 0. To prove this formally, we need only write the commutation 
relation in matrix form : 

(15-95) 

The matrix elements of J. are known, since the representation employed 
is one for which the functions are eigenfunctions of J. ; they are 

(15-96) 

Computing the matrix elements of the commutator, we obtain from 
Eq. (15-95) , 

(15-97) 

By writing out the matrix products occurring here explicitly and making 
use of Eq. (15-96), we find that 

(15-98) 

It is clear from this that the matrix elements of P. vanish if m; � mj. 
Thus the selection rule Am; = 0 applies. 

In similar fashion, by replacing T with P in Eq. (9-85), we can obtain 

(15-99) 

Again making use of the matrix elements given by Eq. (15-96) , we find that 

(15-100) 

From this, it is clear that the matrix elements of P + will vanish unless 
the change in m: is such as to increase m; by one unit : 

Am; = m; - mj = 1 .  (15-101) 

In similar fashion, for P _ the only non vanishing matrix elements occur for 

Am; = -1 .  (15-102) 

These results can be summarized by saying that 

(15-103) 
unless 

(15-104) 

This selection rule has a simple physical interpretation. Consider a 
quantized radiation field. A circularly polarized photon carries one unit 
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of angular momentum ; it thus behaves like a particle of spin one. Con­
sequently, whe:Q. it is absorbed it can change the z-component of the total 
angular momentum of the atom, j, by one unit either way or it can leave 
it unchanged. This assumes that for a dipole transition no orbital angular momentum is transferred. 

Consider now a selection rule for j. From Eq. (9-81) one can obtain, 
after a great deal of laborious algebra, 

(15-105) 

From Eq. (9-82) it is clear that J · T commutes with J2• Consequently, the only nonvanishing matrix elements of this dot product are for j = j'. Because this is also true for J, the term J(J · T) in Eq. (15-105) has non­
vanishing matrix elements only for j = j' . Assuming that j ¢ j', we can write the general matrix element of the operator of Eq. (15-105) , for 
T = P, as 
{[j(j + 1)] 2 - 2j(j + 1)j' (j' + 1) + "[j'(j' + 1)]2 - 2[j(j + 1) + j'(j' + 1)]} 

X (jlm;n!Pjj'l'm�-n') = 0. (15-106) 

This can be simplified to 
[ (j + j' + 1) 2 -- 1] [(j - j') 2 - l] (jlm1-n!Pij'l'm�-n') = 0. (15-107) 

Thus the matrix elements of P must vanish except for a change in j of ± 1 .  The case i n  which j = j' was explicitly excluded in the considerations 
leading to Eq. (15-107) . From the above discussion, it can be seen that the only nonvanishing 
matrix elements of P are those for which j changes by ± 1 or 0 :  

llj = ±1, 0. (15-108) 

This selection rule also has a simple physical interpretation . The photon 
absorbed or emitted during a transition has many of the properties of a particle of spin one, as seen earlier. There are three ways in which the 
angular momentum of the photon may add vectorially to the total angular 
momentum of the atom : it increases the total angular momentum by one unit ; it leaves it unchanged ; or it decreases it by one unit. These three cases clearly correspond to the selection rules of Eq. (15-108) . There is one further condition to be imposed on the selection rule for j. If we admit for the moment the possibility that the particle spin is integral, 
so that j is integral, then there is the question of whether a transition can occur between one state of j = 0 and another state of j = 0. Stlch a transition is forbidden. The proof of this is the following. The state 
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j = 0 is an eigenfunction of all three components of the vector J. Also, 
for a total angular momentum j = 0, the state is nondegenerate, there 
being only one "orientation" for such a vector. In such a case, the direc­
tion taken for the axis of quantization is arbitrary ; there is no change in 
the wave function for the state j = 0 in going from one axis of quantiza­
tion to another. However, because of the selection rule on !:J.m;, we have 
for the z-axis of quantization 

(OlOniP ±IOl'On') = 0. (15-109) 
This implies that the matrix elements of P x and P 11 vanish. Because of 
the arbitrariness of the direction of quantization, the matrix element of 
P z must also vanish. Therefore, the matrix elements of all three com­
ponents of P vanish for a transition j = 0 to j = 0. 

Since the commutation relations of Chapter 9 hold for L as well as for ], it follows that we have the same selection rules on l; namely, the only 
allowed changes in l are · 

ill = ± 1, 0, (15-1 10) 
with l = 0 to l = 0 forbidden. These conditions are actually not restric­
tive enough, in that any transition for which ill = 0 is forbidden. To 
see this, note that the operator P is an odd operator : it changes sign with 
a change in sign of the three coordinates of the particle. Consequently, 
the matrix elements of P joining states of the same l must be zero because 
an eigenfunction of L is an even or odd function, depending on whether l is even or odd. This rules out the possibility of a transition for which l 
does not change. Hence, the selection rule on l is that 

!l.l = ± 1 .  (15-1 11)  
It  is  also clear from the above that the parity of the wave function must 
change during a transition. The above selection rules are for electric-dipole transitions. These 
occur when the leading term in the interaction of Eq. (15-68) can be 
written in the form of Eq. (15-72) . In the event that the selection rules given above indicate that transitions between two levels are forbidden, it may be that higher-order terms in the expansion of Eq. (15-69) give non­
vanishing matrix elements. In such a case, the transition is said to be of a 
higher multipole order (e.g. , an electric-quadrupole transition) and, although 
first-order forbidden, it is not strictly forbidden, that is, forbidden to all orders of approximation. Transitions from j = 0 to j = 0 are strictly forbidden in all orders (I = 0) . This is because of the angular momentum of a photon or, equivalently, because an S-wave does not exist for electro­
magnetic waves. 
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15-8 Summary. This chapter has dealt with the interaction of particles with a strong electromagnetic field, one of such amplitude that it can be treated classically without appreciable error� The Hamiltonian of a particle 
in a strong field was presented in terms of the classical vector and scalar field potentials, A and q,. Several important illustrative examples were 
then worked out. The first of these, the case of an electron in a uniform magnetic field, was shown to have a close formal analogue in the two­
dimensional simple harmonic oscillator. 

The Zeeman effect was next considered for fields in which the magnetic 
interaction was weak compared with the fine-structure splitting. The 
gyromagnetic ratio or g-factor was defined and discussed in terms of a :vector model. The strong-field Zeeman effect was also treated, using 
perturbation methods. 

Finally, the extremely important case of resonant transitions between 
two atomic energy states induced by an applied electromagnetic field was 
treated in the dipole approximation. The absorption cross section and 
absorption coefficient were defined and exvressions for them were derived. Selection rules for electric-dipole transitions indicating which atomic 
states can be coupled by radiatively induced transitions were derived and 
discussed. Higher-order multipole transitions were briefly mentioned. 
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PROBLEMS 

15-1 . The ground state of positronium, the hydrogenlike system composed 
of a positron and an electron bound together by their coulomb interaction, con­
sists of one singlet and three triplet substates. The singlet level is the most 
stable and lies 8 X IQ-4 ev below the triplet levels, which are degenerate in 
zero field. Calculate the effects of a magnetic field on this system. (A positron 
has a charge and a magnetic moment equal in magnitude but opposite in sign to 
those of an electron.) 

15-2. An electron moves in a central electrostatic field. Each negative energy 
state is charact.erized by a definite value of the orbital angular momentum. The 
degeneracy of each level is 2(2l + 1 ) .  Show that the inclusion of the spin-orbit 
interaction and an interaction with an external uniform magnetic field com­
pletely removes the degeneracy but does not change the "center of gravity" of 
each unperturbed energy level. 

15-3. An atom with no permanent magnetic moment is said to be diamagnetic. 
Neglect the spin of the electron and proton, and show how to calculate the in­
duced diamagnetic moment for a hydrogen atom in its ground state when a weak 
magnetic field is applied. 

15-4. (a) Show that the dielectric constant of HCl gas depends only upon 
the population of the ground rotational level. (b) Assuming that the molecules 
consist of two ions (H + and Cl-) a fixed distance d apart, with each ion carrying 
one electric charge, calculate the temperature dependence of the dielectric 
constant. (c) Assume a reasonable value for d and compute the dielectric 
constant. (d) Compare this result with the experimental value. 

15-5. A radiofrequency field acts upon HCl gas. (a) Assuming that the fre­
quency is in the neighborhood of the resonant frequency for transitions between 
the ground and first excited rotational states, calculate the rate at which the gas 
absorbs the radio energy. Make the following assumptions : (1) the HCl mole­
cule consists of two ions held a fixed distance d apart ; each ion carries one elec­
tric charge ; {2) a collision between two molecules establishes thermal equilib­
rium; the cross section for a collision is u. (b) Show how the absorption varies 
with frequency, pressure, and temperature. 

15-6. Describe the Zeeman effect in atomic hydrogen. 
15-7. If the nucleus of an atom possesses a spin I and associated magnetic 

moment p,, the interaction of this moment with the magnetic moment associated 
with the electronic angular momentum J can split the levels into various sub­
levels corresponding to different total angular-momentum F = ] + I states. 
Such splittings, which are generally very small, are known as hyperfine splittings. 
The proton in a hydrogen atom has I = !, leading to a ground state composed 
of two levels, corresponding to F = 1 and F = 0. The hyperfine separation 
of the ground state of hydrogen is 1420 Me/sec. (a) Calculate the probability 
that a transition will be induced from one hyperfine energy level to another by 
a radiofrequency magnetic pulse. (b) Show that if the magnetic field vector is 
polarized parallel to the axis of quantization, the only transition which can 
occur is from m, = 0 to m, = 0. (c) Show that if the radiofrequency pulse 
is followed (n/2.84) X IQ-9 sec later (n is an odd integer) by an identical 
pulse, no first-order transitions can occur. 
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15-8. (a) Calculate an approximate value for the dielectric constant of 
helium at normal temperature and pressure. (b) Compare the result with the 
experimental value. [Hint: Use the sum rule of Eq. (15-87) .] 

15-9. (a) Make use of ladder operators such as were developed in Chap­
ter 6 (Eq. 6-74) to obtain operators which will generate the wave functions of 
Eq. (15-20) . (b) In this connection, show that the operator 

R2 = R!+ + R�+ 

increases the quantum number n by two units and leaves mz unchanged. Here 
the operator 

(c) Also show that" the operators (R�+ ± iR11+) increase n by one unit and 
increase or decrease mz by one unit. (d) Write an explicit operator generator 
of the function 1/lnmz11., assuming that the operator acts on the function 1/loo11 • •  

15-10. Show that the functions of Eqs. (15-51) and (15-52) are orthogonal 
to each other. 

15-1 1 .  From Sections 1Q-2, 12-2, and 15-2, the wave functions for stationary 
states of the hydrogen atom can be written as 

1 [ v'z + i ± mi Yz,mj-112] 1/ln, l,j-l±l/2,mj = V2z+l Rnl• 
2l + 1 ±yl + i =F mj Y l,mJ+l/2 

This includes the spin-orbit interaction, treated in lowest approximation (see 
Section 14-2) . Use Eq. (14-51) to compute the fine-structure splitting in the 
2P-state. 



CHAPTER 16 
SCATTERING 

16-1 Physical concepts. A simple one-dimensional scattering problem has already been considered in Chapter 3, where the case of a (quantum­
mechanical) wave incident on a rectangular potential barrier was treated. 
The general subject of the scattering, or deflection, of one or more particles by an interaction with a scattering center is extremely important in modern 
physics. Perhaps the most striking examples are in nuclear physics, where 
the scattering of beams of particles such as protons, electrons, or mesons 
by various target particles provides much of the basic data of nuclear 
physics. In the case of nuclear forces, the form of the interaction between 
the particles is not known, and the experimental scattering data are used 
to derive information about which forms of the force law are possible, 
i.e., are consistent with the data, and which are not. The concept of scattering cross section is very useful in dealing with the 
interaction of a beam of particles with a scattering center. When a beam 
with a particle flux of N particles/cm2 /sec is incident on � scattering 
center, particles can usually be found leaving the center in alt directions. 
Let dN be the flux of particles scattered into an element of solid angle dw about the direction described by the polar angles 8 and cp. We expect dN to be proportional to the incident flux N and the size of the solid angle dw : 

dN = u(8, q,)N d<.,. (16-1) 
Here the proportionality constant, which is in general a function of the 
angles 8 and cp, is designated by u(8, cp) .  Consideration of this equation shows that u(8, cp) has the dimensions of an area. Since the distribution 
of particles over a plane perpendicular to the beam is assumed uniform, 
it is clear that a consistant interpretation is that u(8, cp) is the area of the cross section of the incident beam through which pass all particles that 
are scattered into dw about 8 and cp. For this reason, the proportionality 
constant is known as the differential scattering cross section of the beam. If Eq. (16-1) is integrated over all solid angles to give the total flux of particles scattered by the center, the result defines the total scattering 
cross section, u t : 

Nscat = J dN = J u(8, cp)N dw 

= N J u(8, q,) dw 

= Nut. 

285 
(16-2) 
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In some cases, one deals with a situation in which the target, as well 
as scattering the incident beam, absorbs particles from it. It is clear that 
a total absorption cross section can be defined in analogous fashion. The 
concept of cross section can be further generalized in an obvious way to include particle and photon production, target transmutation, etc. In the above discussion, the target is assumed to consist of a fixed 
scattering center, and the angles 8 and 4>, used to characterize the scattering, 
are given in relation to a system of spherical coordinates whose origin is 
at the scattering center. In practice, however, scattering centers are never absolutely fixed, but recoil under the forces of the interaction causing the scattering; the recoiling scattering center absorbs some energy (and 
momentum) from the incident particle, the exact amount depending on 
the scattering angle and the relative masses of incident and target particles. 
In this more realistic situation, there are two coordinate systems in rela­
tion to which the scattering can be described and which are of practical 
significance. 

One, known as the laboratory system, is fixed in space, with the target particles (before recoil) at rest. This is the system to which all angles 
actually measured in the laboratory in performing an experiment are 
referred. 

In analyzing scattering measurements in terms of an interaction po­
tential between beam and target particles, however, the center-of-mass 
system is more convenient. As the name implies, in this system the center 
of mass of the 11incident particle-target particle "  system is stationary. In the center-of-mass system, the scattering can be described as taking place 
from a fixed scattering center (the center of mass) , with the two particles 
(incident and target) remaining collinear with this center and both moving 
either toward or away from the center with equal momenta. 

The . collinearity arises because of momentum conservation, and the 
azimuthal angle 4> must be the same for both systems. However, the angles 
8 which measure the change in direction between the initial (before scatter­ing) and final (after scattering) momenta of the incident particles differ 
in the two systems. A straightforward geometrical argument (see Fig. 
16-1) shows that the relation between the two angles is given by 

t (J sin Oc .m. an lab = / ' cos Oc .m. + m1 m2 
(16-3) 

where m1 is the mass of the incident particle and m2 that ofthe target. It is clear that when m2 >> m17 the conversion from laboratory-measured 
angles to the physically more significant center-of-mass angles produces 
but small changes in angle. Equation (16-3) is based on the classical picture of particle trajectories. 
However, the relationship between the two systems of reference is deter-
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m1vu. = (m1 + �)V Vi.c.m. = Vo.c.m. = Vc.m. 

v Vc.m. 

Vc.m. COS Bc.m. + V = Vo.I. COS 81. 
�1V m1V m1 m1(vu. - V) = (m1 + "'2) V - m1 V = m2 

2S7 

FIG. 16-1 .  The relation between scattering angle in the laboratory system and 
in the center-of-mass system. Subscripts i., o., 1., and c.m. refer respectively to 
incident and outgoing particles, and to the laboratory and center-of-mass sys­
tems. V is the velocity of the center of mass. 

mined solely by the two fundamental principles of conservation of energy 
and conservation of momentum, and because these hold equally in quan­tum and classical theory, Eq. (16-3) is equally applicable to quantum and 
classical scattering problems. 

As seen earlier, a beam of monoenergetic particles can be described quantum-mechanically by means of a plane wave. Such a plane wave is of 
infinite extent in space, whereas the beam actually used in any scattering 
experiment is of necessity limited in extent in the transverse direction and 
hence, from· the uncertainty relation, cannot be composed of free particles 
whose momenta and energy are precisely known. This does not destroy the· usefulness of the description of a monoenergetic beam by a plane wave, however, for with beams · of macroscopic cross section, the uncer­
tainty in the momentum is negligible. 

In the quantum-mechanical description of scattering, the total wave 
function describing the "trajectory " of a particle can be separated into two parts, one representing the incoming particle and one the particle 
after scattering. As noted above, the incident part can be taken to be a 
plane wave. The total wave function can then be written as 

1/1 = exp (ik · r) + v, (16-4) 

where v represents the scattered wave (particle) . Let the origin of the co­ordinate system be at the scattering center. The center of mass is the appropriate origin for nonfixed scattering centers. Far from the scatterer, the scattered ·  wave must represent a flux of particles moving radially 
outward. The scattered wave v must therefore have the asymptotic form 

v --+  f(O q,) exp (ikr)
, r-+ao ' r 

(16-5) 
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where f(O, <P) specifies the angular dependence of the scattered wave. From 
its form, it is clear that v represents an outgoing wave. It is easily verified 
that, asymptotically, Eq. (16-5) obeys the Schrodinger equation for a free 
particle. The particle flux S in the scattered wave can be computed from 

This is 
s = - iii 

[vvv - (V v)v] . 2m 

s = lik lf(O, <P) I 2 
r -

ih Im [f-(0 "") of] 6 m r2 ° mr3 ' .., oO 0 

_ iii Im [f-(O ) of J mr3 sin 0 ' <P o<P q,o, 

(16-6) 

(16-7) 

where r 0, 60, and q,0 are respectively unit vectors in the direction of in­
creasing r, 0, and </J. At the very large r's for which Eq. (16-5) is valid, 
only the radial component is important. This is 

S _ lik W.: _ vlfl2 • r - m r2 - r2 (16-8) 

(In this expression, v represents the classical particle velocity and not the 
scattered wave.) Note that this is numerically the probability density 
times the velocity ; for the unit incident flux implicit in Eq. (16-4), this is the particle density times the velocity. The particles can all be considered to be moving outward. The function f(O, <P) can be related to the differen­tial cross section u(8, <P) for the scattering center by comparing Eqs. (16-1) 
and (16-8) . From Eq. (16-1), the radial flux outward into a solid angle 
element dw is Nu dw, where N is the incident flux. This can be converted 
to the outward flux per unit area at a radius r from the scattering center by 

dw = dA . r2 
The outward flux at angles 0 and <P per unit area, Sscat, is thus 

Nu Sacat = --:;:2 • 

(16-9) 

(16-10) 

The incident flux N is obtained by applying Eq. (16-6) to exp (ikz) , the incident part of Eq. (16-4) . This yields 
lik N = Sine = - = V. m (16-1 1) 
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Therefore 

and 
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S _ vu _ v lf l 2 
scat - r2 - r2 
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(16-12) 

( 16-13) 
Note that in computing the probability density fluxes, we took the two 

parts of Eq. (16-4) separately, thus ignoring the interference terms be­
tween exp (ikz) and v which would arise if Eq. (16-4) itself were used in 
computing the flux S. That this is the correct procedure can be seen as follows. The incident beam of particles is represented by the term exp (ikz) , corresponding to a beam infinite in extent in the direction transverse to 
its direction of propagation. This is physically impossible, and in fact in 
the laboratory one deals with beams confined to a sharply defined region 
of space. The interference terms between exp (ikz) and v represent a 
situation in which both incident and scattered beams are present at the 
particle detector. The incident beam is absent, however, at the place 
(far from the target) at which the scattered beam is usually experimentally 
detected. The interference terms apply only to regions in which the 
incident and scattered waves overlap, and the most important effect of 
such interference is the loss, by scattering, of particles from the original beam. If the measurement were made in a region where both incident 
and scattered particles were present, it would be necessary to use some 
momentum-selection device to admit only scattered particles, and again the interference effect would disappear. 

In the above discussion, the nonradial terms in Eq. (16-7) have been ignored because they decrease more rapidly with increasing r than the 
radial term does. They have an important physical interpretation, how­
ever. As will be seen in detail shortly, an incident plane wave contains 
components corresponding to nonzero angular momentum about the 
scattering center. Classically, these correspond to the nonzero impact 
parameters of particles making up the parts of the incoming beam not 
directed exactly at the scatterer. The 1/r3 radial dependence of the non­
radial scattered wave flux is essential to preserve angular momentum. 
Since S can be interpreted as the density of particles times their velocity, rS can be interpreted as the angular-momentum density. From Eq. (16-7), this angular-momentum density has a radial dependence of 1/r2, just as 
has the radial particle-flux component, leading to conservation of the angular momentum of the particles as they move outward from the center 
after scattering. 

An interesting aspect of scattering can be seen by considering the 
scattering of particles by a large obstacle when the energy of the incoming 
particles is high enough for the de Broglie wavelength of the beam particles 
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to be small compared with the dimensions of the obstacle. By analogy 
with the classical case of light scattered from a large opaque object, it is 
clear that there will exist a "shadow" region behind the scatterer, in which 
no particles will be found. Therefore in the wave-function description of the scattering process (Eq. 16-4),  the scattered wave must be such as to 
cancel the incident wave exp (ik · r) in this shadow region. In other words, 
in the region behind the scatterer, the scattered wave must be equal in amplitude, and hence in flux, (though opposite in phase) to the incident 
wave, even though no particles are to be found in this region. This paradoxical 
situation leads to a phenomenon known as shadow scattering. Since it exists only over the cross section of the scatterer, the forward­
scattered wave is diffracted. Because it is diffracted, this shadow-scattered 
wave represents scattered particles. The shadow-scattered wave is dif­fracted only through very small angles if the scatterer is large, but the 

v 

V(x) 

FIG. 16-2. A one-dimensional scattering potential that can give rise to 
"virtual states" when (quasi-) standing waves are set up between the two poten­
tial hills in the region -a � x � +a. 1/11 is a wave function corresponding 
to a virtual energy state, while 1/12 is a typical wave function. for an energy 
"off resonance." 
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cross section for the scattering is equal to the projected area of the scat­
terer. In addition to the forward shadow-scattered particles, all particles 
striking the front surface of the scatterer are also scattered (assuming no absorption of particles) . The total scattering cross section of the obstacle 
is 'hence twice its projected area. 

The concept of a virtual energy level or virtual state is also of value in 
discussing certain scattering situations. Consider the one-dimensional 
situation illustrated in Fig. 16-2. As was seen in Chapter 3, solutions of the Schrodinger equation can be found for such a potential for all positive 
values E of the energy. However, if the potential barriers between 
x = ±a and x = ±b are relatively impenetrable, that is, if 

( V  - E) 1 12(b - a) >> 1, (16-14) 
then for certain values of the energy the probability amplitude 1�1 2 will, within the barriers (-a :::; x :::; a) , assume values that are large compared 
with those outside lx l > jbj . A detailed calculation shows that these values of E are just those for which bound states would exist in the inner 
region if the barriers were indeed impenetrable. Such states are known as 
virtual energy states. They are important in scattering problems, for when 
the energy of the incoming particles corresponds to such a state, a resonant 
condition is said to occur, in which the scattering cross section is markedly 
greater than for nonresonant energies. Such virtual states are not in­
finitely sharp, but correspond to a range of particle energies, the breadth of the resonance increasing as the transmission through the barriers is in­
creased. In certain three-dimensional cases where the potential V(r) is everywhere less than zero, V(r) < 0, virtual states can occur for positive 
energies for particles approaching the scattering center with nonzero angu­
lar momentum; in such a case the "centrifugal potential " (see Chapter 
10) may provide the necessary potential barrier. 

16-2 The Bom approximation. An important class of scattering centers 
can be categorized by having a- potential that is localized and weak : 
localized in that no appreciable scattering occurs far from the center of 
the scatterer, and weak in that the scattered wave is much weaker than 
the incident wave. This latter condition can be expressed with reference to Eq. (16-4) by the condition that 

jexp (ikz) l = 1 >> lvl . 

If Eq. (16-4) is substituted into the Schrodinger equation 
11,2 

- 2m 
V2� + V� = E�, 

(16-15) 

( 16-16) 
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the result is 
(16-17) 

where 
U =  �� V. (16-18) 

The Born approximation consists of using the condition of Eq. (16-15) to 
approximate Eq. (16-17) by 

(16-19) 
Physically, this is equivalent to saying that scattering occurs as if each 

part of the scattering potential had a wave of full strength exp (ikz) 
incident on it. This, of course, corresponds to the assumption that the 
scattering potential is weak. Equation (16-19) can be solved by using a 
Green's function w which is a solution to the equation 

(16-20) 
(In all the following development, the �-function is to be considered as a 
nonsingular function sharply peaked at r = r'. The passage to the singular 
limit will be taken at a later appropriate stage, when the function appears 
under a suitable integral.) In a suitable limit, the solution to Eq. (16-20) 
can be written as 

exp (ikl r  - r' l) w = l r - r' l 
. (16-21) 

With this Green's function, the solution to Eq. (16-19) can be written as 
1 fexp (ik lr - r' l) . v(r) = -

47r l r ·- r' l 
U(r') exp (�kz') dr', 

as can be seen from the following. 
(16-22) 

Multiply Eq. (16-20) by v, multiply Eq. (16-19) by w, and subtract : 
(vV2w - wV2v) = -47r �(r - r')v - wU exp (ikz) . (16-23) 

Integrating this over all space and applying Green's theorem,*  we find 
* H. Margenau and G. M. Murphy, Mathematics of Physics and Chemistry, 

D. Van Nostrand Co., Inc., New York, 1949, p. 1 56. P. M.  Morse and H. Fesh­
bach, Methods of Theoretical Physics, Part I, McGraw-Hill Book Co., Inc., New 
York, 1953, pp. 803 fT. 
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J (vV2w - wV2v) dr = J (vVw - wVv) · dS 
all space sphere at R=r�J 

= -41rv(r') - J wU exp (ikz) dr. (16-24) 
all space 

The surface integral at infinity can be evaluated by using the appropriate 
asymptotic expressions for the integrand. For r � oo ,  the following 
asymptotic relations are valid (see Fig. 16-3) : 

v _ exp (ikr) j((J .�,.) r-+<�J r ' ., ' 
I r - r' I -;::::;;: r - r' cos a, 

1 1 r' cos a 
1 r - r' 1 -;::::;;: r + -1-.2- ' 

( 'k , ) exp (ikr) (1 + r' cos a) w -;::::;;: exp - � r cos a r --r- , 
( . 1 r' cos a ) Vw - �k - - - WTo r-+<�J r r2 ' 

(16-25) 

Vv - (ik - !) vr + exp (ikr) (aj 6 + -. -1 - aj q, )· ' r-+oo r 0 r2 ()(J 0 sm (J acp 0 
where r0, 60, and f/Jo are orthogonal unit vectors. From these relations it 
is readily seen that 
(vVw _ wVv) _ _ exp (2ikr) exp (-ikr' cos a) (aj 6 + � � q, ) r-+<�J r3 ()(J 0 sm (J acp 0 

(16-26) and J (vvw - wVv) · dS - 0. r-+oo ( 1.6-27) 

Equation (16-24) is thus seen to be equivalent to Eq. (16-22) . Equation 
(16-22) can be put into a different form by the further use of the ap­proximations of Eq. (16-25) : 

1 J U(r') exp (ikz') exp [ik(r - r' cos a)] d , v -;::::;;: - 41r r r 

exp (ikr) J . - - 41rr exp [lk(z' - r' cos a)]U(r') dr'. ( 16-28) 
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Incoming beam � 

FIG. 1 6-3. The geometric relations between the vectors 1 and r' used in 
computing the scattering of particles in the Born approximation. Here 1 is the 
vector from the center of the coordinate system, taken at the center of the 
scatterer, to the point at which the scattered wave is being computed ; 1' is the 
position vector of a point in the scattering potential ; and a is the angle between 1 and r'. 
Denoting the wave vector of the incoming beam by k0 and that of the 
scattered beam by k, we have 

Therefore 
kz' = k0 • r', kr' cos a = k · r'. 

exp (ikr) J . v - - exp [�(k0 - k) · r'] U(r') dr'. r-- 4rr 

Define the vector K by 
K = k0 - k. 

(16-29) 

(16-30) 

(16-31) 

It thus represents the change in the wave vector of the incident particle 
caused by the scattering. Then 

exp (ikr) J . v - - exp (iK · r') U(r') dr'. r--+ao 47rr (16-32) 

The scattering is thus determined by the Fourier transform of the scatter­
ing potential, taken with respect to the change in wave vector K. By 
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0 
FIG. 16-4. Geometrical relations used in computing the scattering from a 

(shallow) spherical potential in the Born approximation. 8 is the angle of scat­
tering, and {3 is the angle between the vector change of momentum K and the 
position vector r'. 

comparing this equation with Eq. (16-5), we see that 

f(8, cp) = - 4� J exp (iK · r') U(r') dr'. (16-33) 

The corresponding differential scattering cross section is 

.. (8, </>) = (4!) . 1 J exp (iK · r') U(r') dr' 1". (16-34) 

As an illustration of the application of this formula, consider the scatter­
ing of high-energy particles by the (shallow) spherical potential 

V =  Vo, 

= 0, 

r ::::;; a, 

r > a. 
(16-35) 

It can be seen by reference to Fig. 16-4 that the integral in Eq. (16-34) 
can be written in the form 

J = fa !.2r exp (2ik0 sin -28 r' cos {3) :': V o · 2rr'2 dr' sin {3 d{3. r'=-0 · fi=O n 
(16-36) 

This is readily evaluated : 

J = 2 31r'": � 0 [sin (2koa sin ;) - 2k0a sin ; cos (2koa sin ;)] · 
li k0 sm (6/2) 

(16-37) 
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For small scattering angles, this approaches 

J 81rmVoa3 
� 3h2 ' ( 16-38) 

while the differential cross section approaches 
(16-39) 

Thus the small-angle scattering increases much faster than the geometrical cross section as the scatterer radius is increased. 
If k0a >> 1, then for all angles such that k0a0 >> 1, the second term in 

the brackets of Eq. (16-37) dominates the scattering, and 

J 21rmVoa ( . 0) � - 2 cos 2k0a sm 2 · h2k� sin (0/2) 
Thi!S corresponds to a differential cross section of 

m2 V2a2 ( 0) 
u(O) = � . ·  cos2 2k0a sin -2 · 4h4k� sin (0/2) 

(16-40) 

(16-41) 

The cross section is thus a rapidly fluctuating function of 0. Aver�tging 
over these rapid fluctuations gives 2 y2 2 

u(O) = 
m oa . Sh4k� sin4 (0/2) (16-42) 

Comparing this with the expression for Rutherford scattering of a 
charged particle by a coulombic field, * 

(16-43) 

we see that there is a striking resemblance in the (averaged) angular dependence of the scattering. Indeed, the two cross sections are identical if the height of the spherical potential V 0 is chosen equal to the coulombic energy of the incident particle in Rutherford scattering when the incident 
particle is a distance a (the spherical potential radius) away from its scatterer. 

* H. Goldstein, Classical Mechanics, Addison-Wesley Publishing Co., Inc., 
Reading, Mass., 1950, Chapter 3. 
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16-3 Partial waves. Another treatment of scattering problems is par­

ticularly useful when the scattering potential is spherically symmetric and localized. This is known as the method of partial waves because it 
employs a decomposition of the wave function into spherical waves. Before considering the method of partial waves for the treatment of 
scattering problems, the spherical-wave representation of the wave func­
tion of a free particle will be considered. This has already been discussed 
briefly in Section I0-4. The Hamiltonian of a free particle is 

H = _I_ p2 = _ !!:.__ V2 2m 2m · . (I6-44) 
As was discussed in Chapter 9, this H commutes with the angular mo­
mentum operator L and consequently also with L2• The three operators 
H, Lz, and L2 are a mutually commuting set, and wave functions can be 
chosen which are simultaneously eigenfunctions of these three operators. 
Such wave functions can be written as 

1/lk zm(r, 8, c/>) = Rk z(r) Yzm(O, cp) . ( I6-45) 
The energy of the particle is 

( I6-46) 
and Yzm(O, q,) is, as usual, a spherical harmonic. As in Eq. (IQ-4) ,  the 
radial function Rkz(r) satisfies the equation 

with 
_I p2 R + l(l + I) 2 

R = EkR 2m r 2mr2 ' 

Pr = -ifi .! � · r. 
r or 

For l = 0, the solution is lsin kr , 
kr Rko = cos kr kT "  

(16-47) 

(I6-48) 

(16-49) 

The cosine form of solution must be excluded for a free particle because it 
is singular at the origin. 
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The solutions of Eq. (16-49) are sometimes defined as zeroth-order 
spherical Bessel and Neumann functions :  

. (k ) _ sin kr 
Jo r = � ' 

cos kr no(kr) = - � ·  
(16-50) 

The radial function j0 satisfies a delta-function normalization relation : 
fo� io(kr)jo(k'r)r2 dr = 2;2 �(k - k') .  

It may also b e  normalized i n  terms of a particle flux: 

where 
and 

. = exp (ikr) _ exp ( -ikr) = ! ho'(k ) + ! h<2> (k ) J 0 2ikr 2ikr 2 ° r 2 ° r ' 

h'c}'(kr) = io(kr) + ino(kr) 

h'o2'(kr) = j0 (kr) - ino(kr) 

(16-51) 

(16-52) 

(16-53) 

(16-54) 

are defined as spherical Hankel functions. Note that Eq. (16-52) represents a standing wave consisting of the sum of an ingoing and an outgoing part. 
The total flux of the outgoing part is 

W = 41rr2S = -41rr2 ih [! h'o1 ' .!:._ h'o1 ' - ! .!:._ h'o1 > • h'o1 '] • I Yoo l 2 r 2m 4 dr 4 dr 
h ( 16-55) 

To find solutions to the radial equation (16-47) for all values of l, it is convenient to make use of the class T operators of Chapter 9 to generate 
other solutions from the two solutions of Eq. (16-49) that have already 
been obtained. The momentum operator P = -ih V commutes with the 
Hamiltonian, and the operator P + = P z + iP y is of the class T +. As shown in Chapter 9, the operator P + operating on an eigenfunction of L2 
and L., with m = l gives a new eigenfunction of these operators with the m and l indices both increased by one unit. Since P + commutes with H, the resulting function is also an eigenfunction of H. Hence the function 

(16-56) 

is a solution to the eigenvalue equations of H, L2, and L.,. Since 1/tkoo is 
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a function of r only, this can be written as 

. z (x + iy) z z (1 d) z 
1/lku(kr) = ( -�li) -r- r r dr 1/lkoo· 

Omitting normalization factors, this is 

(r) z (1 d) ' 1/lkl l  ,.., Yu(O, t/>) k r dr 1/lkoo· 

It is clear that the nonsingular radial function may be written as 

( r) z (1 d ) z 
iz(kr) = - k r dr io(kr) 
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(16-57) 

(16-58) 

(16-59) 

(the sign has been chosen to agree with the usual definition of the spherical 
Bessel function) . The singular Neumann and Hankel functions are 
generated in the same way by substituting the corresponding singular 
function on the right. Equation (16-59) can be taken as the definition of 
these functions. From the way in which these functions have been gener­
ated, it is clear that they satisfy the radial equation (16-47) . This can be 
simplified to give 

d2jz(x) + � diz(x) + [1 - l(l + 1) ] ' z(x) = 0. dx2 x dx x2 J (16-60) 

Spherical Bessel and Neumann functions for the first three values of 
l are 
'

( )  
sin x J o  x = -x- ' 

. ( ) 
sin x cos x 

J 1 X  = X2 - -x- ' 

no(x) = cos x 
- -- ,  X 

cos x sin x - X2 - -x- ' (16-61) 

. 
( ) ( 3 1) . 3 J2 x = xa - x sm x - x2 cos x, 

n2(x) = - (_! - !) cos x - _! sin x. x3 x x2 

These are plotted in Fig. 16-5. As the order of the spherical Bessel func­
tion increases, the values of x at which the function differs appreciably 
from zero also increase. For small values of r, Eq. (16-59) becomes 

. x' 
J z(x) � 1 .  3 0 5 0 0 0 (2l + 1) 

, 

1 ° 1 ° 3 ° 5 0 0  0 (2l - 1) nz(x) � - xZ+I 0 (16-62) 
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FIG. 16-5. Spherical Bessel and Neumann functions for l = 0, 1 ,  2. 

Asymptotically, the expressions for iz and nz are 
iz(x) ----+! cos [x - '!!2 (l + 1)] , :a:-+oo X 
nz(x) ----+ ! sin [x - ?!:2 (l + 1)] . :a:-+oo X 

(16-63) 

A convenient expression for the wave function corresponding to definite 
values for H, L2, and L3 is 

1/tk lm = Yzm(9, c/>)iz(kr) . (16-64) 

This is normalized so that the total outward (or inward) particle flux is 
(16-65) 
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where 
S ih [� a  + a � + ] T = - 2m 1/lklm dT 1/lk lm - dT 1/lklm • 1/lklm • (16-66) 

Here 
(16-67) 

is the outward-moving part of 1/1 ;  the radial part is a Hankel function. The 
integration of Eq. (16-65) is over all solid angles at a fixed radius. Sr is most conveniently evaluated in the asymptotic region. From Eq. (16-63), 
the outward particle flux is independent of l and is given by 

h . W = - · 4mk (16-68) 

A plane wave may be expanded in functions of the form of Eq. (16-64) , since these constitute a complete set. It is convenient to take the plane 
wave in the z-direction ;  in this case the wave function is independent of 
the angle ¢, and the expansion consists only of terms with m = 0 :  co exp (ikz) = L cz Yzo(8)jz(kr) . (16-69) l=O 
As shown in Chapter 9, Yzo can be obtained from 

and 
1 1 l Yzo(8, 4>) = ·(2l!) 1 /2 ftl L_Yz z (16-70) 

Y 1 ( 1) ' [(2l + 1) !]1 / 2 1 ( "l ) . l 8  (16-71) z z = (21r) 1 /2 - 2 21l! exp .t 4> sm . 
To evaluate the expansion coefficient cz, Eq. (16-69) is multiplied by Yzo and integrated over all solid angles for fixed r :  

cziz(kr) = I Yzo exp (ikz) sin 8 d8 dcp. 
Substituting Eq. (16-70) for Yzo, we find that 

cziz(kr) = (2l�) 1 /2 ;z I L!...Yu exp (ikz) sin 8 d8 del> 
= (2l!�1 12 It� I YuL� exp (ikr cos 8) sin 8 d8 dq, 

(16-72) 

il11"1 / 2(2l + 1) 1 / 2 {" = ·
2,l ! (kr) 1 J 0 sin2 1 8 exp (ikr cos 8) sin 8 d8. 

(16-73) 
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Here use has been made of the expression for L+ given in Eq. (9-39) . It is evident that the right side must be a way of generating a spherical Bessel function. In particular, going to the limit r � 0 and making use of Eq. (16-62) on the left side gives 
cz = i1[47r(2l + 1)] 1 1 2• (16-74) Hence 

exp (ikz) = t i1[47r(2l + 1)] 1 12 Yz0(8)iz(kr) . 
li=O 

Yzo may be expressed as a Legendre polynomial (see Chapter 9) : 

Thus 

Note that 

[2l + 1]1' 2 Yzo(8) = � Pz (cos 8) . 

GO exp (ikz) = L: il(2l + 1)Pz (cos 8)jz(kr) . 
l==O 

( 16-75) 

(16-76) 

(16-77) 

( 16-78) 

and each of the spherical partial waves in Eq. (16-77) consists of an 
ingoing and an outgoing wave. The total ingoing probability flux of the 
lth wave, from Eqs. (16-68) and (16-75) , is 

1rh Wz = mk (2l + 1) .  

The probability density flux of the plane wave is 
ltk 8 = - ·  m 

The ratio of these two probability fluxes is · 
w 1r x2 

uz = T = k2 (2l + 1) = 41r (2l + 1 ) .  

(16-79) 

(16-80) 

(16-81)  

We will call uz the lth partial-wave cross section. Physically, i t  is the effective area around the origin of the coordinate system to be hit by a particle in 
the lth angular-momentum state. Equation (16-81 )  can be obtained in the following "classical" way. A particle with a momentum p = ltk must classically pass the origin at a distance of [l(l + 1)] 1 12k-1 if its squared angular momentum is to be 
l(l + 1 )h2• If the area of an annular ring with inner radius 

[(l - i) (l + i)Jl 1 2k-l 
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and outer radius 

is assumed to be the target area Uz for approaching the scattering center in this angular-momentum state, then 
7r 

Uz = k2 [ (l + i) (l + f) - (l - !) (l + !)] 

7r 
= k2 (2l + 1) . 

This is illustrated in Fig. 16-6. 

(16-82) 

Thus far, only free-particle wave functions have been considered. Now 
assume that there is a spherically symmetric scatterer at the origin. The 
angular-momentum operators commute with the Hamiltonian, and the 
ingoing lth partial wave is reflected out as the same type of wave ; i.e., 
there is no scattering of particles out of their angular-momentum states. 
Consider an ingoing spherical wave 

(16-83) 

With no scatterer present at the origin, this wave collapses upon the origin and becomes the outgoing wave 
(16-84) 

[see Eq., (16-78)] .  With a spherically symmetrical scatterer, assuming no 
particle absorption at the center, the only effect the scatterer can have is 

Incoming beam 

[(l - !)(l + !)]t 
k 

FIG. 1 6-6. "Classical" cross section for a particle approaching a scattering 
center with an impact parameter such that its angular momentum squared is 
approximately l(l + I)h2. 
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that of producing a phase shift i n  the outgoing wave. With the scatterer 
present, the outgoing wave thus becomes 

(16-85) 

The phase shift �� is related to the interaction with the scatterer, as will 
be seen in detail later. In terms of Hankel functions, the plane-wave expansion of Eq. (16-75) is 00 exp (ikz) = ! L: i1[47r(2l + 1)] 1 1 2 Yzo (O) [h�1 > (kr) + h)2> (kr)] .  (16-86) 

.l=O 

\Vith a scatterer present, the outgoing waves are phase-shifted, and the 
wave function becomes 00 
1/t = ! L: i1[47r(2l + 1) ] 1 1 2 Yzo (O) [exp (2i�z)h�1 > (kr) + h�2> (kr)] 

1=0 00 = exp (ikz) + i L: i1[47r(2l + 1) ] 1 1 2 [exp (2i�z) - 1] Yzo (O)h�1> (kr) . 
l=O 

(16-87) 
Thus the effect of the scatterer is to give an outgoing scattered wave 00 

v = ! L: i1[47r(2l + 1)] 1 1 2[exp (2i�z) - 1] Yzo (O)h�1> (kr) (16-88) 
1=0 

in addition to the original plane wave. Note that the total outgqing flux 
in the lth wave is the same as without the scatterer, but now the outgoing 
wave has been split into two parts, the scattered wave and the outgoing 
part of the incident plane wave. 

From Eq. (16-88), the outgoing probability flux of the lth scattered 
wave is equal to the inward flux of the lth partial wave multiplied by the 
factor jexp (2i�z) - 1 j 2• Hence the scattering cross section into the lth 
partial wave, from Eq. (16-81), is 

x2 
u�8> = 47r (2l + 1) · 4 sin2 � z, 

and the total scattering cross section is 
2 

Uscat = :2: � (2l + 1) sin2 8z 
l 7r 

= :; :2: (2l + 1) sin2 8 1 • l 

(16-89) 

(16-90) 
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The maximum scattering cross section occurs when the scattering phase 
shift is ±7r /2, ±371" /2, . . .  , and is four times as great as the input cross 
section. Thus four times as many particles can be scattered in the lth partial wave as strike the scatterer with this angular momentum. This 
paradoxical behavior is related · to shadow scattering and the way in which 
the scattered wave is defined. 

In nuclear physics, particles are sometimes absorbed by the nucleus 
(the scatterer) ; particles may also be emitted. In computing the scattering 
in the case of particle absorption, we can ignore the particles lost to the 
nucleus, and the outgoing particle flux in the lth partial wave may be less than the ingoing flux. Equation (16-87) is still valid, with 5t now 
having a positive imaginary part. 

An absorption cross section can be defined as 

and the scattering cross section is, as before, 
2 

O"scat = L: 4). (2l + 1) 1 1 - exp (2i5 z) l2 • l 71" 

(16-91) 

(16-92) 

Note that the maximum absorption cross section of the lth partial wave is 
( l) ).2 

<Tabs = 471" (2l + 1) . (16-93) 

If the absorption is a maximum, there is an equal amount of scattering. 
This again is a paradoxical situation : the absorption of all particles incident 
in the lth wave results in an equal number of scattered particles. So far, nothing has been said about how the phase shifts �l can be 
computed. From Eq. (16-87) , the radial part of the lth partial-wave function with the scatterer present is given by 

(16-94) 

This can be put into the form 
Rz = 2 exp (i�z) (jz (kr) cos � l  - nz(kr) sin �z] .  (16-95) 

This is the most general solution (apart from a multiplicative factor) to the radial equation (16-47) for the region in which the scattering potential 
vanishes. Since the scattering potential was ass1.med to be localized, we 
can find a sphere of radius r0 outside of which Eq. (16-95) is valid. The 
phase shift �l is found by matching this solution to that valid within 
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the sphere at r = r0• This can be done by equating logarithmic deriva­
tives of the wave functions at the sphere. As an example of the partial-wave method, consider the scattering of a beam by a rigid sphere of radius a. The matching condition in this case 
is particularly simple : the wave function must vanish at r = a :  

or iz (ka) cos �z - nz(ka) sin �z = 0, 

iz(ka) tan � l = nz(ka) • 

(16-96) 

(16-97) 

For low-energy incident particles, ka << 1 and we can use the approxima­
tions of Eq. (16-62) : 

(ka) l [ (ka) l+l ] tan � z  = 
1 . 3 . 5 · · . (2l + 1 )  -1 · 1 · 3 · 5 · · · (2l - 1) 

(ka) 2 l+l . 22 Z-lz !  (l - 1) !  
(2l + 1) ! (2l - 1) !  (16-98) 

From this, it is seen that �z falls off very rapidly as l increases, and so the 
series expression of Eq. (16-90) converges rapidly. Thus for low-energy 
particles, where ka << 1 ,  most of the scattering arises from the l = 0 partial wave and- the scattering is spherically symmetric [see Eq. (16-87)]. 
The phase shift �0 is given by 

io(ka) tan �0 = no(ka) = tan ka, 
�0 = ka. 

Substitution of this into Eq. (16-90) gives 
471"' ( 2 2 O"scat � k2 ka) = 41J"a . 

(16-99) 

(16-100) 

Thus for low-energy particles, the scattering is isotropic and the cross section is four times the geometrical cross section of the rigid sphere. For high-energy bombarding particles, the method of partial waves 
usually loses most of its utility, because in this case many l-values must 
be considered and the computation becomes very laborious. However, the case of the rigid spherical scatterer can be treated by this method as follows. From Eq. (16-97) , it can be seen that 

• 2 � jf(ka) Slll U l = 
jf(ka) + nf(ka) 

(16-101) 
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Using the asymptotic expressions (16-63) for the spherical Bessel func­
tions, we find that 

sin2 �z � cos2 [ka - � (l + 1)] . (16-102) 

For high-energy particles, ka >> 1, and the de Broglie wavelength for the 
incident particles is much smaller than the radius of the scatterer. From 
the "classical " argument leading to Eq. (16-82) , it can be seen that in 
the "classical " limit of ka >> 1 (de Broglie wavelength small compared 
with the radius of the scatterer) , the incident particles will not "see" the 
scatterer for l > ka, but for l < ka appreciable phase shifts are to be 
expected. 

This result can also be seen by referring to Eqs. (16-62) and (16-63) . 
The asymptotic result, Eq. (16-102) , is valid only for l << ka. For l >> ka, 
it must be replaced by the equation obtained by substituting Eq. (16-62) 
into Eq. (16-101) .  The result is that �z is negligibly small if l >> ka. Thus 
for ka >> 1 ,  the sum in Eq. (16-90) can be cut off at l = ka, with Eq. 
(16-102) substituted for the nonzero terms. Thus 

k h [ � ] u � k2 .2; (2l + 1) cos2 ka - 2 (l + 1) · z .... o 
(16-103) 

Since ka >> 1 ,  the argument of the cosine in this equation is a rapidly 
varying function of k, and it is reasonable in computing the sum to replace 
these cos2 terms by their average value of one-half. This gives 

271" ka 
(1' = k2 

I; (2l + 1) ,  
l==O 

which for ka >> 1 is approximately 

u = 2�a2• 

( 16-104) 

(16-105) 

In other words, for high-energy particles the cross section is twice the 
geometrical scatterer area. As mentioned previously, the factor of two 
arises from the inclusion of shadow scattering. 

Earlier in this chapter, virtual energy levels and resonance scattering 
were briefly discussed. We saw that virtual states arise when the effective 
potential, including the "centrifugal potential, " is such that a particle of 
energy corresponding to the virtual state can be trapped for a relatively 
long time before it "leaks out" of the potential. Since the centrifugal po­
tential can contribute in a decisive way to the formation of such states, 
a virtual state corresponds to a pefinite angular-momentum state for the 
"trapped" particle. A virtual level, in general, gives rise to a large phase 



308 SCA'ITERING [CHAP. 16  

shift for the appropriate partial wave when the bombarding particle 
energy coincides with the energy of the virtual state. In this case, the par­tial wave is said to be in resonance, and the resonant wave is apt to dominate 
the scattering at energies at and near resonance. The longer a particle 
can stay trapped before escaping, the sharper the energy level is. The sharper an energy level, the narrower is the spread of incident particle 
energies that are effectively in resonance. The phase shift is also likely 
to be greater at resonance for a sharp energy level than for one whose 
lifetime for trapping is short. At resonance the phase shift is likely to be nearly ±71" /2 and, as has been seen, in such a case the scattering cross 
section takes on its maximum value. 

16-4 Summary. This chapter considered scattering, beginning with a brief discussion of various physical concepts connected with scattering. 
The idea of scattering cross section was introduced, and differential and 
total cross sections were defined. The laboratory and center-of-mass 
coordinate systems and the relation between them were described. The quantum description of the scattering process in terms of an incident 
plane wave and a scattered wave was presented, and an interpretation of the various terms in the probability flux corresponding to the scattered 
wave was given. The relation between the scattering cross section and 
the angular dependence of the scattered wave was shown. Shadow scatter­
ing and virtual energy levels were briefly mentioned. 

Two methods for treating scattering problems were discussed : the Born approximation and the method of partial waves. The first is most ap­plicable when the kinetic energy of the incoming beam is large compared 
with the scattering potential, whereas the second method is most readily applied when the energy of the incoming particles is low. The two methods 
thus tend to complement each other. Scattering by a shallow spherical 
potential well was used to illustrate the Born approximation, and scattering 
by a rigid sphere was treated by partial-wave methods. The relation of virtual levels to the resonant scattering of appropriate partial waves was 
discussed briefly. 
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PROBLEMS 

1 6-1 . Compute an approximate expression for the scattering cross section of 
a square potential well when the potential depth is adjusted to introduce a new 
level at E = 0. Consider low-energy incident particles. 

1 6-2. The capture cross section of a certain nucleus for neutrons having an 
energy of 0.1  ev is measured to be 2.5 X I0 -18 cm2• Give upper and lower 
bounds for the elastic scattering cross section. 

16-3. Show that the limiting expressions of Eqs. (16-62) and (1 6-63) for 
spherical Bessel and Neumann functions are valid. 

16-4. Given a spherical wave t/1 = Y1mj1(kr), expand it in terms of plane 
waves, and calculate the expansion coefficients A (k) : 

Yzmjz(kr) = 
(21r
�31 2 J A(k) exp (ik · r) dk. 

16-5. Why is the inelastic scattering (scattering accompanied by a loss of 
energy of the scattered particles) of a stream of particles always accompanied by 
some elastic scattering ? 

16-6. Use the Born approximation to obtain the differential scattering cross 
section for a spinless particle of energy E by a potential field of the form V(r) = A exp ( -br), where A and b are given constants. 

1 6-7. The scattering of high-energy particles by a spherical potential barrier 
was considered in the text. Use the method of partial waves to compute the 
scattering in the limit of very low-energy incident particles. 

1 6-8. (a) Use the results of Problem 16-7 to show that for a suitable Vo 
(the depth of a square potential well of radius a), it is possible for the phase 
shift of the l = 0 partial wave to be equal to 180° while higher-order phase 
shifts are negligibly small because of the low energy of the incident particles. 
(b) What happens to the scattering cross section in this case? This effect was 
observed by Ramsauer in the scattering of low-energy (0.7 ev) electrons by 
rare-gas atoms. (c) Using an atomic radius of I0 -8 em, what must be the 
depth of the effective potential well for helium, to explain the observations of 
Ramsauer ? 

16-9. (a) What is the maximum capture cross section for monoenergetic 
thermal (0.025 ev) neutrons ? (b) What is the accompanying elastic scattering 
cross section? 

16-10. Consider a scattering situation in which only the l = 0 and l = 1 
partial waves have appreciable phase shift. (a) Discuss how the contribution 
of the l = 1 wave affects the total cross section. (b) How does it affect the 
angular distribution of scattered particles? (c) What sort of measurements 
should be made to obtain an accurate value of �o ? (d) of �1 ? (e) How might 
a small l = 2 phase shift be detected ? 
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I6-I l .  Show that the sum i n  Eq. (I6-I03) can b e  evaluated directly (without 
replacing the cos2 term by one-half) to give 

ka L (2l + I) cos2 [ ka - i (l + I) J = !(ka + I)ka + !ka cos 2ka, 
l=O 

ka >> 1 .  

Note that this result shows that the total cross section does not vary greatly 
with k. 



CHAPTER 17 

IDENTICAL PARTICLES 

17-1 The particle-exchange operator. In Chapter 6, we discussed the 
treatment of systems composed of more than one particle. However, all 
particles were there assumed to be distinguishable from one another. In 
this chapter, the effect on the formalism of assuming that the system of interest consists of indistinguishable particles is considered. By "indis­
tinguishable particles" we mean that if the position and spin coordinates 
of two of them are interchanged, there is no physical way of measuring 
that a change has been made in the system. Consequently, this symmetry 
under an interchange of two particles should appear somewhere in the 
formalism. 

'Ve can approach the question of particle symmetry and the effect of identical particles by introducing the particle interchange operator P 12 defined through the equation 
(17-1) 

The effect of this operator is to interchange the subscripts of the spin and position variables of the wave function for particles 1 and 2. (The 
wave fun�tion has been indicated as a function of only these two classes 
of variables, but it may, in addition, be a function of the coordinates 
describing other particles.) If the two particles are truly identical, it is 
clear that the Hamiltonian must be symmetric with respect to the posi­tions and spins of the identical particles. In other words, there should be 
no change in the energy of a system if we merely relabel the particles : .  if 
what was formerly called particle 2 is now called particle 1 and what was formerly called particle 1 is now called particle 2, the energy of the system and consequently the Hamiltonian should be left unchanged. Thus the particle-interchange operator commutes with the Hamiltonian : 

[P1 2, H] = 0. (17-2) 

The eigenvalue equation for the interchange operator is 
(17-3) The eigenvalues are clearly 

a =  ± 1 ,  (17-4) 

just as they are for the parity operator (see Section 10-5), inasmuch as 
3 1 1  
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the interchange operator applied twice brings the particles back t o  their 
original configuration and hence produces no change in the wave function. 
(The square of the eigenvalue must be equal to unity.) Since the interchange operator commutes with the Hamiltonian, it is possible to choose eigenfunctions to be simultaneously eigenfunctions of 
the Hamiltonian and the interchange operator. Consequently, energy 
states of the mechanical system can be labeled as being either even or odd 
under particle interchange. Inasmuch as the commutation relation 
Eq. (17-2) is satisfied for any Hamiltonian, perturbed or not, it is clear 
that the rate of change of the expectation value of ' the interchange, or 
symmetry, operator is zero : 

d dt (P1 2) = 0. ( 17-5) 

Thus, two particles that are in a state for which the interchange eigen­
value is + 1 will remain in this state for all time ; there is no interaction 
which can change the two particles into the other state. This property of evenness or oddness under the symmetry operator is therefore completely 
permanent and can be considered as a fixed property of the particles them­selves, rather than of the various possible states the particles can assume. 

Those particles for which the eigenvalue of Eq. (17-3) is + 1 are said to 
be particles which satisfy Bose-Einstein statistics. Those particles for which 
the sign is minus are said to be particles satisfying Fermi-Dirac statistics. 
So far as is now known, all particles (or quanta) having integral (or zero) spin obey Bose statistics, and all with half-integral spin obey Fermi sta­
tistics. Photons; which have an effective spin of 1 ,  obey Bose statistics. 

17-2 The Pauli principle. The character of the statistics satisfied by 
the particles is very definitely reflected in their motion. This can be seen, 
for example, by examining the wave function for two particles which satisfy Fermi statistics. Consider the possibility that two such identical particles might occupy the same point in space and have the same z-com­
ponent for their spin angular momenta. It is seen from the effect of the interchange operator on such a function that under these conditions the 
function must vanish : 

(17-6) 

The vanishing of the wave function under these conditions implies that 
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there is zero probability that the particles will occupy the same point in 
space and have identical spin orientations. 

Equation (17-6) is one form in which the physical principle known as 
the Pauli exclusion principle can appear. Historically, the principle was 
first expressed as no two particles obeying Fermi statistics can exist in the 
same quantum state. That this is true can be seen by considering the case of two Fermi particles moving in a common field of force. If we neglect 
the interactions between the particles, we can write the wave function 
for a stationary state as 

(17-7) 

Here u1 and u2 are single-particle stationary states for this force field. 
[See the discussion of Eq. (6-1 15) .] The wave function of Eq. (17-7) satisfies 

P1 21f = -lf. (17-8) 
It has been properly symmetrized to be odd under the interchange oper­
ator. Note that the wave function vanishes identically if the two func­
tions u1 and u2 are identical. A more physical way of saying this is that 
the two identical particles cannot be in a state in which they move in the 
same orbit with their spins parallel . Thus there can be but two electrons 
moving in one particular atomic "orbit, " and these two electrons must have oppositely directed spins. This statement of the Pauli principle 
helps to explain the periodic system of the elements. 

The Pauli principle also provides an explanation for the chief features 
of the optical spectra of the alkali metals. As an example, consider the 
energy levels of potassium. These are shown in Fig. 17-1 . Potassium has 
nineteen electrons. The ground-state wave function will be discussed first 
in the crude approximation of neglecting the electron-electron interactions. Symmetry effects, however, will be included. In this approximation, two 
electrons with anti parallel spins occupy the hydrogenlike IS-state ; eight 
electrons occupy the (n = 2)-shells, two (antiparallel) in the 28-state 
and six in the 2P-states (in three antiparallel pairs corresponding to the three possible values of mz) ; and the remaining nine electrons occupy the 
S-, P-, and D-states of the (n = 3)-shell. 

In actuality, the situation is not quite this simple : interelectron inter­actions must be considered. The tightly bound inner electrons in the (n = 1)- and (n = 2)-shells, orbiting very close to the nucleus, tend to neutralize the positive nuclear charge experienced by the outer electrons. However, the outer S-electrons, and, to a lesser extent, the P- (and D-) electrons, tend to penetrate this electron space charge. Thus the effective 
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Hydrogen Potassium 
2S 2p 2D 2F 

108 --- 9p ___ 8d -- 8/ __ 
n = 7 --- 9s ---

8p --- 7d -- 7J --
n = 6 --- & -- 6d ___ 6! --
n = 5 --- 7s --- 7p ___ 5d --- 5J --

n = 4 --- 6p ---
4! --6s --- 4d ---

5p ---
n = 3 ---

5s --- 3d --- � 7 :=; X rn bD 
4 

'"' -:1) 
4p --- � Q,) � � 

n = 2 ---
6 

4s ---
7 

FIG. 17-1 . The energy-level system of potassium for the states of the outer 
(valence) electron. The inner eighteen electrons are assumed to be in their nor­
mal atomic orbitals. Spectroscopic notation for the energy levels is shown at the 
top. The corresponding hydrogen spectrum, with the values of the principal 
quantum number n, is shown at the left for comparison. 

nuclear positive charge is greater fo:v the 3S-states than for the 3P-states. The effective charge acting on the 3D-state electrons is even smaller. 
Thus the 3S-states lie below the 3P-states in energy, and these in turn lie below the 3D-states. Hence in filling the (n = 3)-shell, the first eight electrons go into the 3S- and 3P-states. However, the last (valence electron) does not go into the 3D-shell, but into the 48-state, as the orbit­
penetration effect is sufficient to cause the 48-state to be lower than the 
3D-states. The energy levels playing a role in optical spectroscopy all correspond to a change in state of the valence electron. The motion of the valence electron is best considered first from the standpoint of another simple 
approximation. Assume that all electrons but the valence electron are 
pulled in close to the nucleus in such a way as to reduce its effective 
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charge to Z = 1. The valence electron then moves in the hydrogenic 
orbits 3D, 48, 4P, 4D, etc. The larger and less penetrating the orbit, the 
better is this approximation. Thus for large n and l, the energies are 
nearly the corresponding hydrogen values. The orbit-penetration effect 
causes the 48-state to lie below the 3D-state. However, the 4S-, 4P-, and 4D-levels form a family (see Fig. 17-1) .  In similar fashion, the 5S-, 
5P-, 5D-, and 5F-levels form another family, a regular sequence with the S-state lowest. Note the positions of these families of levels relative to the 
corresponding hydrogen state, also shown in Fig. 17-1 . 

17-3 The spin-independent Hamiltonian. The discussion of the effect 
of particle symmetry on the state of the system is somewhat simplified if 
it can be assumed that the Hamiltonian is independent of the spins of the 
particles. Under these conditions, the spin operators for the various 
particles commute with the Hamiltonian : 

[S;, H] = 0. (17-9) 

It is sometimes convenient to introduce the particle-spin exchange 
operator 8 12, which operates only on the spin coordinates of the particles. 
For two particles, the operators for the z-components of the spin angular 
momentum of the individual particles commute with the Hamiltonian, 
but they do not commute with the interchange operators P 12 and 812,  inasmuch as the effect of the operator P1 2  or 8 12 on 8tz would be that of changing the 1 into a 2. Hence these two spin operators in the Hamiltonian are not suitable commuting operators to describe the states of definite 
symmetry. On the other hand, the total z-component of the spin angular 
momentum of the particle does commute with the Hamiltonian and also 
with the interchange operators, since 8. is symmetric in the subscripts 
1 and 2 :  

(17-10) 

The square of the total spin angular momentum also is symmetric in the 
subscripts 1 and 2 and also commutes with the Hamiltonian and the 
interchange operators. This can be seen from 

(17-11) 

Thus the five operators 82, 8., H, P1 2, and 81 2  form a mutually commuting set of operators, and to this approximation the energy states of any two­
(identical) particle system can be characterized by the quantum numbers of the total spin angular momentum, the z-component of the total spin 
angular momentum, the energy, the (total) symmetry of the particle, and the spin symmetry. 
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Next, we will compute the form of the wave functions which are eigen­

functions of 82 and Sz, assuming th�t the particles have spin-one-half 
Fermi statistics. The formalism thus applies to electrons ; it also applies to protons and neutrons, which are also particles of spin one-half satisfying Fermi statistics. Two particles of spin one-half can have parallel spins, leading to a total angular momentum of h in the direction of the spin, or they can have antiparallel spins, in which case the two angular momenta 
cancel each other, giving a total spin of zero for the system. The wave 
functions will be characterized by subscripts designating the orientation of the spin axis of each of the two particles relative to the z-axis. 

A wave function will thus be written in the form 
( 17-12) 

for example, where the subscript + indicates that the first particle has its 
spin pointing in the positive z-direction and the minus subscript indicates that the spin orientation of the second particle is in the negative z-direc­
tion. There are four possible different spin states of this form, characterized 
by the four possible different combinations of subscripts, ++, +-, -+, 
and - - . Four independent spin states would be expected, inasmuch as 
there are three possible orientations for the triplet electronic state with a 
total spin of 1 but only one orientation for the singlet state of spin zero, 
also leading to a total of four possible independent states. 

We can compute the wave functions which are eigenfunctions of 82 and 8z in terms of the functions of the type given in Eq. (17-12) . The (++)­
function is one in which both particles have their spin axes pointing in the 
positive z-direction ; it is also an eigenfunction of 82 and Sz, as can be seen 
directly by applying these operators : 

821f++ = 2h21f++, 
(17-13) 

This (++)-wave function is the first of the series of three functions char­acterized by a total spin quantum number s = 1 ;  the others can be 
generated by applying the ladder operator 8_ = 8x - i811 :  

(17-14) 

Each of the two components of this ladder operator, in acting on a wave function of the type of Eq. (17-12) , gives a result of the form 
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This results directly from Eq. (9-59) .  Making use of this equation, one 
has, for the operator 81 _ applied to the (++)-state, 

St-lf++ = h1f-+· (17-16) 

For the total ladder operator of Eq. (17-14) , we find 
- 1 s_,y++ = h(1f-+ + ,y+_) = v2h 0 (1f+- + 1f-+) · (17-17) 

The second expression is written in a way that emphasizes the normaliza­
tion of the wave function. Applying S� to the original function gives 

( 17-18) 

By introducing another set of subscripts for the wave functions char­
acterized by the eigenvalues 8 and m8, we can write 

(17-19) 

For this particular function, the quantum numbers can be chosen to be 
either the z-components of the two spins of the particles separately or the 
total spin angular momentum and the z-component of the total spin angu­
lar momentum. The two functions are identical for each set of quantum 
numbers. Equation (17-14) applied to the general state 1/;8 ,m8 gives 

( 17-20) 

This, applied to the first wave function of the series, Eq. ( 17-19) , yields 
(17-21)  

Comparing this with Eq. (17-17), we see that we can write 
(17-22) 

This represents an expansion of the wave function having quantum numbers 8 and m8 in terms of the wave functions labeled by the quantum numbers m8 of each of the two particles. It is a simple example of the 
representation transformations discussed in Chapter 13 .  In similar 
fashion, applying the operator s_ again yields 

1/ti ,-l = ..p __ . ( 17-23) 

Inasmuch as the wave function for which the total spin angular momen­
tum is zero must be orthogonal to the other functions for which the spin 
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angular momentum is 1 ,  and in  particular must be  orthogonal to  the 
function t/li0, the function must have the form 

(17-24) 

This function clearly has the correct total spin angular momentum in the 
z-direction and is orthogonal to the functions t/11 1 1 t/110, and t/11 ,-1 •  

A word may be said here about terminology. When two electrons or 
other particles of spin one-half have their spins antiparallel to each other, 
they are said to be in a singlet state ; when they are in a state for which their spins are parallel, they are said to be in a triplet state. 

17-4 Effect of spin symmetry on the energy of a state. The spin­
interchange operator 81 2 is an operatox- of the type given in Eq. (17-1) 
except that it acts only on the subscripts of the spin variables in the wave 
function. Consequently, the spin-interchange operator, when applied to a 
wave function of the type given by Eq. (17-12) , has the effect of inter­changing the first an� second subscripts in the wave function. If a spin­
interchange operator is applied to any of the functions given by Eqs. 
(17-19) , (17-22) , or (17-23) ,  it can be seen by inspection that the function 
is left unchanged. Consequently, the three triplet states are symmetric 
under a spin-interchange operator. On the other hand, when the spin­
jnterchange operator is applied to Eq. (17-24) , it changes the sign of the 
function ; the singlet state is odd under spin interchange. Assuming again that the system of interest is composed of two Fermi 
particles and that the total spin operator 82, the z-component of the total 
spin 8z, the Hamiltoni�n, and the two interchange operators all commute 
with one another, the wave functions may be chosen to be eigenfunctions 
of all five operators. The general form of the wave function is consequently 

(17-25) 
The space dependence of the function is given only by the first term on the 
right, and the spin dependence is contained in the second term. Because the Hamiltonian is independent of the spin orientations for the two 
particles, the spin function can always be separated off in this manner. In other words, the position part, the first term in Eq. (17-25) ,  should 
be independent of the spin variables. This, however, is not completely correct. The total function ..Ynsm, must be antisymmetric under an inter­change of both spins and positions of the particles. As a result, there are important spin-dependent . effects. As has been seen, the spin function V8m, is symmetric if the spins are 
parallel and antisymmetric if the spins are anti parallel ; that is, it is sym-
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metric under a spin interchange if 8 = 1 and it is antisymmetric if the 
quantum number 8 = 0. The position part of the function, Un8(r1 1 r2) , is 
antisymmetric or symmetric depending on whether the second term is 
symmetric or antisymmetric : if the spin function is symmetric under spin 
interchange, then the position part of the wave function must be anti­
symmetric for the whole function to be antisymmetric under an inter­
change of both spin and position coordinates. For this reason, the term 
Un8(r1 1  r2) contains both the subscripts n and 8, and the energy of the 
system does depend on the spin quantum number 8 in spite of the Hamil­
tonian's independence of the spin variables. This somewhat paradoxical effect comes about only because of the symmetry properties. 

As we shall see shortly, the symmetry effects can be quite large ; for example, the energy levels in the helium atom for which the spins are 
parallel to each other are quite different from the corresponding levels for 
which they are antiparallel. The effect on the energy of the system as a 
result of the symmetry properties of the term under a position interchange 
of the two particles can be seen qualitatively in the following way. When the function u is antisymmetric under an interchange of the positions of 
the two particles, the function will vanish whenever the particles occupy 
the same point. In other words, particles will move under these conditions 
in such a way as to tend to stay away from each other. On the other hand, 
when the function u is symmetric, the particles tend to be found near each other. Since there is an electrostatic repulsive force between the two 
electrons, we would usually expect states which are symmetric to be states of higher energy than those for which the wave function is antisymmetric 
under position interchange. 

To examine these ideas a little more closely, consider as an example the case of the helium atom mentioned above. If we neglect the spin-orbit 
coupling terms and the spin-spin interaction terms between the two 
electrons, we can write the Hamiltonian for the helium atom r,s if the 
atom were a two-particle system with 

(17-26) 

As a first very crude approximation, we can neglect the interaction between 
the two electrons, the last term in this equation, in which case the energy levels are characterized by the two quantum numbers n1 and n2 for each of the two electrons taken separately, and the energy can be written as 

(17-27) 
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The wave function is obtained from products of the coulomb (hydrogenic) 
wave functions for the individual electrons. 

A system of quantum numbers that designates the energy states of the 
system in this approximation is n11 n2 ; l1 1 l2 ; ml l, mz2 ;  m, 1 1 m,2• However, 
these quantum numbers are not suitable if the wave function is to be 
properly symmetrized. 

Note that the Hamiltonian of Eq. (17-26) does not contain spin opera­
tors. Hence, as discussed above, properly symmetrized states can always 
be chosen to be the product of separate space and spin functions. The 
spin and space functions are each separately symmetric or antisymmetric 
under particle interchange. As seen above, only one of the four spin func­
tions for a two-electron system is antisymmetric. This is the singlet state, 
for which the total spin angular momentum is zero. Consequently, the 
space part of this wave function must be symmetric. Similarly, the three 
triplet spin states are symmetric, and the corresponding space parts of the 
wave functions must be antisymmetric. 

The particle-interchange operator does not commute with the separate 
spin or orbital angular-momentum operators, although it does commute 
with the total spin and total orbital angular-momentum operators. Also, 
whereas the orbital angular-momentum operators of the two particles 
taken separately do not commute with the last term in the Hamiltonian 
of Eq. (17-26) , the total L does. The operators H, P12, L2, 82, Lz, and Sz 
[where L2 = (L1 + L2) 2 and 82 = (S1 + S2) 2] form a mutually com­
muting set. The simultaneous eigenfunctions can be divided into two 
classes corresponding to singlet and triplet states. If the coupling term 
e2 /r12 is omitted from the Hamiltonian, these eigenfunctions are 

1 
1/llnlamzm, = v'2 [ul oo(1)Unlmz(2) ± Uloo(2)�nlm z(1)]v,m,, (17-28) 

where the subscripts refer to the quantum numbers n1, n2, l, 8, mz, and m, 
for the total system, and to n, l, and mz for the one-electron states. For 
simplicity, one electron is assumed to be in the hydrogenic ground state 
with n = 1 .  The functions Unlmz refer to hydrogenic wave functions. 
The positive sign corresponds to the singlet state 8 = 0, and the negative 
sign to the three triplet states 8 = 1 .  It is evident that for a given n, l, 
and mz, the four spin states (both singlet and triplet) are degenerate. 

The coupling term e2 jr12 can be included as a first-order perturbation. 
Although the unperturbed energy states are degenerate, the matrix of 
the perturbation is already diagonal in the £hosen representation. The 
(diagonal) elements of e2 /r12 are 

( 1nl8mzm, l :122 1 1nl8mzm8 ) = A ± B, (17-29) 
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where A is the screening interaction energy and B is the exchange inter­
act-ion energy: 

A == (uloo(l)unlmz(2) , £ Utoo(l)unlmz(2) ) ' r1 2 

B == (uloo(l)Unzm1 (2) , £ Utoo(2)unzm 1(1)) · r 1 2 

(17-30) 

The exchange energy is usually positive. As a result, the singlet states 
have a higher energy than the triplet. The screening interaction energy is actually too large for a first-order perturbation calculation to be very significant. However, in an exact 
instead of a perturbation treatment, the quantum numbers l, m1, s, and ms are still valid, for the interaction term commutes with the corresponding 
operators. (This is merely another way of stating that the matrix of the 
interaction in this representation is diagonal .) 

The experimentally observed energy levels for the helium atom are shown in Fig. 17-2, in comparison with the one-electron levels for Z = 1 . 
The helium levels are characterized as being either singlet or triplet. This 
is customarily indicated, as shown in the figure, by a superscript prefix 
to the term designation S, P, D, . . . Note that for each singlet level 
except the lowest, there is a group of triplet levels with nearly the same 
energy. There can be no triplet state corresponding to the lowest singlet 
level, by the Pauli principle, since in this state the two electrons have the 
same orbital wave function. Note also that the triplet energy states lie somewhat below the corresponding singlet energy states. 'Vhen the elec­trons are in a triplet spin state, the state being symmetric under spin interchange, the position part of the wave function is antisymmetric 
under particle interchange. Consequently, as discussed above, the elec­trons avoid each other when they are in a triplet state. Since they avoid 
each other, the electrostatic repulsion energy between the two electrons is, 
on the average, less than when they are in a singlet state, and this positive 
contribution to the energy is smaller in the triplet state than it is in the 
singlet state. This causes the singlet energy states to lie above the corre­
sponding triplet energy states. This is very similar to what we would expect if the magnetic moments of the two electrons were to interact with each other in such a way as to lower their energy when the electrons are 
antisymmetric and to increase the energy when the spins of the two electrons are parallel. However, as has been pointed out above, the effect on the energy has nothing to do with magnetic fields, but arises only from 
the electrostatic interaction between the electrons. 

Several other things may be noted about the positions of the energy 
levels in this system. First of all, the ground state lies very much below 
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Fm. 17-2. The energy levels for helium. The system is divided into two sets 
of terms, corresponding to singlet and triplet helium. The energy levels for hydro­
gen are shown at the left. 

the other energy levels. This can be expected because both electrons in 
the innermost orbit are attracted strongly by the nucleus. However, for all the other states, one electron exists in a higher (approximately hydrogen­like) orbit, which falls largely outside the electron cloud of the other 
(inner) electron. Consequently, the innermost electron moves in a nearly hydrogenlike orbit in the field of the doubly-charged helium nucleus, 
whereas the outer electron in the higher excited state moves in a hydrogen­like orbit for which the inner electron neutralizes one of the charges on 
the nucleus. In this approximation, we can think of the innermost electron 
as being bound very tightly to the nucleus, and the less tightly bound electron sees what looks like a singly-charged nucleus. This means that the energies of the higher excited states of the helium atom should be 
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approximately those of an electron moving in the field of a singly-charged 
nucleus. As mentioned, the hydrogen energy levels are also indicated in 
Fig. 17-2. It is seen that the helium levels for excited states agree closely 
with the energy levels of a hydrogen atom. It may also be noted in general 
that the higher the l-value of a helium energy level, the more nearly it 
agrees with an energy level of the hydrogen atom. This is because for large 
l the outer electron does not appreciably penetrate the space-charge cloud 
of the inner electron surrounding the nucleus. Stated another way, the 
S-states lie substantially below the Z = 1 hydrogenic values because the 
S-orbitals penetrate the electron charge cloud and "see" a larger effective 
positive charge at the nucleus. 

In the electric dipole approximation, transitions involving radiation 
cannot occur between the triplet system of levels in the helium atom and 
the singlet system. This can be seen by considering the electric dipole 
operator of Chapter 15 which determines the (first-order) interaction with 
the electromagnetic field. This operator, which involves only the positions 
of the particles, is independent of the spin ; hence the matrix elements of 
this operator will be zero unless they join singlet states with other singlet 
states, or triplet with triplet. There are no intercombination transitions 
in which an atom jumps from a purely triplet to a purely singlet state. 

In the case of very heavy elements with two outer electrons, where the 
spin-orbit interaction term in the Hamiltonian is not negligible, the 
systems are not purely singlet and purely triplet, since the spin-orbit 
interaction is sufficiently strong so that the total spin angular momentum 
is not a good quantum number of the system ; that is, S does not commute 
with H. For such heavy elements, e.g., mercury, there are intercombination 
transitions between the "triplet " and "singlet" systems. (In such a heavy 
element, the two outer electrons can again be considered to be moving in 
a common field, now created by the inner electrons, which provide an 
effective central field of force in which the outer electrons move.) 

If desired, the spin-orbit and spin-spin interaction energies between the 
electrons in the helium atom can be included in the above treatment as 
perturbations. Because of the degeneracy of the energy levels it is neces­
sary that the unperturbed energy states be chosen so as to give a diagonal 
matrix for these perturbing terms. The quantum numbers mz and m. are 
no longer appropriate, since the spin-orbit interaction leads to spin and 
orbital precession. From very fundamental symmetry grounds, however, 
the total angular momentum J and its projection Jz must be constants of 
the motion. Consequently, an appropriate representation for discussing 
these spin interactions has quantum numbers n . ,  n2, l, s, j, and mi. For 
singlet states, j takes on the value j = l, and for triplet states, 

j = l + 1 ,  l, l - 1 ;;::: 0. 
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For triplet states with l > 0, the level is split into groups of three levels 
(triplets) having different values of j. 

Note that, strictly speaking, with a spin-orbit term present, L and S are not constants of the motion. However, the spin interactions are weak, and 
to a good approximation l and s are suitable quantum numbers. 

It has been seen that the strong electrostatic interaction between the 
electrons, in conjunction with the Pauli principle, is equivalent to str�g 
spin-spin interactions which separate the singlet from the triplet states. The Pauli principle thus effectively couples the two electron spins to each 
other as well as coupling the two orbital motions together. Because of 
the spin-orbit interaction, different values of j have slightly different energies. This type of angular-momentum coupling system in which the 
individual L's are rather tightly coupled into a resultant L and the in­dividual S's into a resultant S, which are then weakly coupled to give J, 
is known as Russell-Saunders or L-S coupling. It can be generalized to 
more than two electrons and is the usual coupling found among the lighter 
elements. When the spin-orbit energies are large, as is the case in the heavy ele­ments of high Z, it may happen that the spin-orbit (i.e., multiplet) split­
tings are larger than the exchange-energy splittings. In this case, a better 
approximation is obtained by first taking into account the spin-orbit inter­
action which couples the spin and orbital angular momenta to give a 
resultant J 1 1  J 2, • . .  for each of the electrons. The individual J's are then coupled through the exchange interaction considered as a relatively weak 
perturbation. This coupling scheme is known as j-j coupling. 

17-5 Valence binding in the hydrogen molecule. As another example 
of the effect of statistics on the behavior of a system of particles, consider 
two hydrogen atoms interacting with each other and, in particular, the 
valence forces which tend to hold the two atoms together in a molecule. 
This can be considered as a two-electron problem by treating the two 
protons and their coulombic fields as relatively fixed so far as the rapid motions of the electrons are concerned. The Hamiltonian can be written as 

( 17-31) 

The subscripts A and B refer to the two nuclei, and the subscripts 1 and 2 
refer to the two electrons. Considering only the space part of the wave 
function, and again assuming that spin forces are negligible, we can choose 
the wave functions to be either symmetric or antisymmetric under a posi-
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tion interchange, the symmetric function being associated with a singlet 
spin system for the two electrons and the antisymmetric space state 
being associated with the triplet spin system. Consequently, when the two 
hydrogen atoms are sufficiently far apart that their electronic wave func­
tions are only slightly disturbed by interaction with each other, the total 
wave function can be written as 

(17-32) 

where the plus sign applies to the singlet (antisymmetric spin) state and 
the minus to the triplet (symmetric spin) state. 

As a first approximation, assume that for this type of wave function, 
the orbits of the electrons are only slightly disturbed by the presence of 
the other hydrogen atom, that is, that uA (r1) and uB (r2) are wave func­
tions for individual hydrogen atoms. Further assume that this form of 
the wave function will hold even when the atoms are relatively close to 
each other. With these assumptions, it is possible to calculate the expecta­
tion value of the Hamiltonian of Eq. (17-31) .  If we do this, we obtain 
the energy curves of Fig. 17-3 as functions of the separation between the 
protons. In this figure, the zero of energy is taken to be the energy of the 

FIG. 17-3. The effective interaction potentials for two hydrogen atoms in the 
singlet and triplet electronic states, as a function of internuclear separation. It 
is seen that only the singlet spin system permits a bound state (hydrogen mole­
cule) to be formed. 
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hydrogen atoms when they are far apart, and the change i n  energy that 
results from the interaction of the two atoms as they move together is plotted against proton separation. Note that when the atoms are in a 
singlet state, the energy first decreases as the atoms approach each other 
and then increases, whereas in a triplet state the energy increases con­
tinuously. Consequently, hydrogen atoms with parallel spins are always repelled upon collision with each other, whereas if they collide with each 
other in a singlet state, they are attracted. 

The reasons for the form of the energy curves of Fig. 17-3 can be seen 
qualitatively by considering the wave functions of Eq. (17-32) .  As  has been seen, the electrons tend to be found in the same place when the plus 
sign applies and tend to be found apart when the minus sign applies. The 
only region in which we would expect the electrons to occupy the same 
point with any probability is in a region between the two protons. Hence, for the plus (singlet) state, the electrons are found preferably between the 
two protons. In this position, they are able to interact with each of the 
protons. It is true that there is some repulsive energy between the two electrons, but this is more than overcome by the attraction of the neigh­
boring protons. Consequently, such states are states of low electrostatic 
energy, accounting for the dip in the curve as the two atoms move together. 
The rise in this curve as the proton separation decreases beyond a certain 
point results from interpenetration of the electronic clouds by the two 
protons so that they strongly repel each other, and it is thus to be asso­ciated with the repulsive energy between the two protons. On the other hand, for the triplet (s = 1) state, the electrons tend to avoid each other and hence are not found in the region between the two 
protons, which is the region in which they strongly cement the two protons 
together. Hence the energy rises monotonically as the two atoms move 
together. The bound state of the hydrogen molecule corresponds to the 
two atoms' being bound in the potential well of the lower curve of Fig. 17-3, 
corresponding to a total spin angular momentum of the electrons of zero. This type of molecular binding is known as exchange binding. 

The energy difference between the space symmetric and antisymmetric states of a pair of hydrogen atoms can result in a periodic interchange of the two electrons between the two nuclei. This can be seen by noting that a state for which initially the spin of the electron on one atom is plus while 
the other is minus is a superposition of states of different energy (s = 1 and s = 0) . It is consequently nonstationary, with the electron spins 
interchanging at a frequency given by the energy difference between the 
singlet and triplet states. If the atoms are widely separated, there is no energy difference and each electron can be considered as associated with 
its own nucleus. 
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17-6 Para- and ortho-hydrogen. As a final example of the effect of statistics on the motion of particles, again consider the hydrogen molecule. 
Now the molecule will be treated as a two-particle system by noting that the electrons move very rapidly compared with the speed of the nuclei, 
producing an effective field of force in which the nuclei move. (This is 
the force which produces the potential of Fig. 17-3.) Thus the hydrogen 
molecule will now be considered as a two-particle system with the nuclei 
as the particles. The Hamiltonian of this system can be written as 

(17-33) 

The potential-energy term involves not only the electrostatic repulsion 
between the two protons but also the effective potential arising from the 
field of the electrons in their motions around the two protons. By intro­ducing the center-of-mass coordinates and the position of the one proton 
relative to the other, we can write the Hamiltonian in the form 

1 2 1 2 ( )  H = 2M p + 2p. P + V r , (17-34) 

where M is the total mass of the system, f.L is the reduced mass for the 
relative motion of the protons, P is the momentum of the center of mass, 
p is the momentum associated with the relative motion, and V is the 
effective potential for the relative motion. Energy eigenfunctions of this Hamiltonian can be written as 

Vtlmzam, = exp (ik . R)g(r) Yzm(B, cf>)Vam,· (17-35) 

The total orbital angular momentum of the nuclei, the z-component of 
their orbital angular momentum, the total nuclear-spin angular momentum, and the z-component of total nuclear-spin angular momentum all commute with the Hamiltonian, and use is made of the commutation relations to 
arrive at Eq. (17-35) . (We have seen that the total electronic spin is zero in the bound molecules. )  The last term in the equation represents the spin function describing the spin orientation of the two protons. The energy eigenvalue associated with the internal energy of the mole­
cule can be written as 

1 2 Ezm z = 21 l(l + 1)/i . (17-36) 

The constant I, which can be interpreted as the moment of inertia of the molecule, is determined by the proton separation characterizing the 
minimum in the potential-energy function. It is assumed that the so-called 
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''centrifugal stretching effect " i s  negligible, so that I can be regarded as a 
constant in the denominator of Eq. (17-36) . 

So far, nothing has been said about symmetrizing the wave function. The two protons satisfy Fermi statistics ; consequently, the wave function must be so chosen as to be antisymmetric under an interchange of the two 
particles. Since the coordinate r represents the position of one proton 
relative to the other, an interchange of the two particles merely changes 
the direction of this vector, introducing a transformatio-n of the spherical 
harmonic of Eq. (17-35) given by 

P AB Y zm(8, cf>) = Y zm(?r - 6, cf> + 1r) . (17-37) 
The spherical harmonics are even under such transformations if l is even 
and are odd if l is odd. Consequently, the position part of the wave func­
tion in Eq. (17-35) is even under particle interchange if the quantum 
number l is even and is odd if the quantum number l is odd. The spin part 
of the wave function must be odd if the position part is evenr and vice versa. Therefore, even l must be associated with singlet nuclear-spin 
states, and odd l must be associated with triplet states. For example, if 
the molecule is in its lowest rotational state, for which l is zero, it must be in a state for which s = 0 or, in other words, the spins of the two protons must be antiparallel. This relationship between the evenness or oddness of l and the nuclear 
spins has an important consequence. For the two proton spins parallel, 
there are three possible orientations of the total spin angular momentum; 
consequently, the states of odd l have a statistical weight which is three 
times as great as they would have if the protons had no spin. On the other hand, the statistical weight of each state for which l is even has the 
normal value for particles without spin. As a result, in thermal equilib­
rium at moderate and high temperatures, the states of odd l are populated 
by three times as many molecules as those with even l. 

A further interesting effect occurs at very low temperatures under the 
influence of suitable catalysts. At very low temperatures, all the atoms settle into the state of lowest rotational energy, namely l = 0. This is a 
state in which the spins are all antiparallel. States for which the spins are 
antiparallel are called para-states of hydrogen. Ortho-hydrogen, on the other hand, is composed of molecules in triplet nuclear-spin states (s = 1 ) .  Now at a very low temperature (below 20°K, for example) , after all the molecules are in the para-state, the catalyst can be removed and the 
hydrogen warmed. The interactions between the magnetic dipole mo­
ments of the various hydrogen nuclei are so weak that para-hydrogen can 
exist for a very long time at high temperatures without reconversion to the 
high-temperature equilibrium ortho :para ratio of 3 :1 . This nonequilibrium 
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form of hydrogen can be distinguished from the normal equilibrium form 
because there are slight differences in the properties of para- and ortho­
hydrogen. For example, the specific heats of the two forms of hydrogen 
gas are different. because the spacings of the rotational energy levels for 
states of even l are different from those of odd Z. 

17-7 Systems of more than two particles. The discussion of the effect 
of particle identity upon quantum mechanics was limited in this chapter to systems of two particles. This was done for simplicity and because the 
main physical ideas can be presented without going to more complex systems where the physics tends to become submerged in the mathematical 
formulation. Nonetheless, the formalism can be generalized. For an 
n-particle system there are !n(n - 1) particle interchange operators. 
These may be taken in combination in various sequences to form n !  
permutation operators, which together constitute a group. When , the Hamiltonian does not depend upon the spin operators of the individual 
particles, the total spin angular momentum commutes with all members of the permutation group and with the Hamiltonian. The effects of 
electrostatic interactions between particles and of particle statistics then lead to a removal of degeneracy for states of different total s, just as for 
the case of the helium atom. Thus the L-S coupling scheme is generally 
valid for all atoms for which the spin-orbit interaction is small. 

17-8 Summary. In this chapter, we have considered the effect on quantum formalism of the general indistinguishability of atomic particles. 
This indistinguishability led to the concept of Fermi particles, whose wave function is antisymmetric under particle exchange, and Bose particles, 
whose wave function is symmetric under particle interchange. Fermi 
particles were then studied in more detail because the common elementary 
particles (electrons, protons, neutrons) obey Fermi statistics. The nomen­
clature of singlet and triplet states was introduced. The effec.ts of spin symmetry on the electrostatic interaction energies of two Fermi particles 
were discussed and illustrated by the case of the helium atom. These 
effects were then used to explain the binding of the hydrogen molecule. 
The role of nuclear spin statistics in creating two different forms of hydro­gen, ortho- and para-hydrogen, was considered and a brief mention was made of the way in which the formalism we developed can be extended to 
systems of more than two particles. 
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PROBLEMS 

17-1 . Two particles of mass m are placed in a rectangular box of sides a � 
b � c in the lowest energy state of the system compatible with the conditions 
below. Assuming that the particles interact with each other according to the 
potential V = Vo <5(rl - r2) ,  use first-order perturbation theory to calculate 
the energy of the system under the following conditions : (a) Particles not 
identical. (b) Identical particles of spin zero. (c) Identical particles of spin 
one-half with spins parallel. 

17-2. Calculate the cross section, including its spin dependence, for the 
scattering of thermal neutrons by neutrons. Assume that the interaction be­
tween neutrons is spin-independent and is of the form of a potential well of 
radius ro and depth V o .  

17-3. (a) State the Pauli exclusion principle and discuss its application. 
(b) Show in detail how with its aid one can order the elements in the periodic 
table according to their chemical properties. (c) Why do the rare-earth elements 
have similar chemical properties? (d) Why are the alkali metals similar? 

17-4. Discuss the energy-level structure of the helium atom. 
17-5. Calculate the differential scattering cross section for the mutual scat­

tering of two identical hard spheres with spin one-half and radius a << A. 
Include the effects of S-, P-, and D-waves but neglect higher partial waves. 

17-6. (a) Show that the spin-exchange operator can be written as 

[Hint: Show that the first term in the brackets changes the spin state - + 
into + - and gives zero for the remaining three spin states of the form of 
Eq. (17-12) . What operations do the remaining two terms in the brackets per­
form?] (b) Show that the above spin-exchange operator can be expressed as 

(c) Show that it can also be written as 



CHAPTER 18 
QUANTUM-STATISTICAL :tt1ECHANICS 

18-1 Introduction. Our development of quantum mechanics so far has 
concerned the description of systems that are in pure states, that is, in 
states for which the wave function is known. This chapter will consider systems for which only incomplete knowledge of the state of the systems 
is available. Such systems will be said to be in mixed states. These must be 
handled by suitable statistical techniques. The classical analogue of 
quantum statistics is classical statistical mechanics, developed by Boltz­
mann, Gibbs, and others. Because of the intrinsically statistical character 
of quantum mechanics, quantum statistics involves statistical considera­tions at two separate levels. The one concerning the statistical distribution 
of measurements on systems having identical wave functions has been dealt with already. The second deals with the statistical distribution of systems among the various wave functions compatible with the (incom­
plete) knowledge of the state of the system of interest. 

As in many statistical problems, it is helpful to introduce the idea of an 
ensemble of similar systems. Consider such an ensemble with possible 
wave functions 1/11 1 1/12, 1/13, • • •  A complete description of the ensemble is 
then given by the specification of the numbers n11 n2, n3, • • •  , each repre­
senting the number of systems ni described by the wave function 1/li· However, the set of numbers ni may contain information that is of no 
physical significance. For example, as emphasized previously, two systems 
with wave functions differing only in phase cannot be distinguished. Clearly, including functions differing only in phase in the set of 1/1,- is 
neither necessary nor desirable. There may also be other redundancies 
which should be eliminated. 

The only physically significant properties of an ensemble are the dis­tribution functions for each of the possible measurements which can be 
made on the ensemble of systems. Thus, if P(q) represents the probability 
per unit q that a measurement of the observable Q performed on a member 
of the ensemble will give q as the result, then the distribution function P(q) gives all the physically significant information about the ensemble 
that is obtainable from measurements of Q. The distribution function P(q) determines the average values of all powers of Q, through 

(18-1) 
Here and in the remainder of this chapter, brackets will be used to indicate 
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an average over the ensemble. Conversely, these average values or  moments 
determine the distribution function, as can readily be shown for well­
behaved, i.e., square-integrable, distribution functions by introducing a variable k, multiplying Eq. (18-1) through by inkn/n ! and summing over n :  

= J P(q) exp (ikq) dq. (18-2) 

The function W(k) , defined as the sum above, is the Fourier transform of P(q) ; P(q) can therefore be determined from 

P(q) = ;7r /_: W(k) exp ( -ikq) dk 

= 2
1 J� L � inkn[Qn] exp ( -ikq) dk, 7r -� n. 

n 
(18-3) 

from which it is seen that under these conditions a complete physical 
description of an ensemble of similar systems is given by the average values 
of all observables of the system. (Here the various powers of a given 
observable are regarded as separate observables.) The expectation value (Q) of an observable Q gives the average of the 
observable when the system has some definite wave function. To obtain the ensemble average, (Q) must then be averaged over the ensemble : 

[Q] = [ (Q)] = [(lf, Qlf)]. (18-4) 

18-2 The density matrix. In dealing with the behavior of statistical ensembles, it is convenient to introduce a density function p defined by 
p(x, x') = [lf(x)�(x') ] . (18-5) 

In terms of the density function, Eq. (18-4) can be written as 
[Q] = J o(x - x')Qp(x, x') dx dx' . (18-6) 

The operator Q operates only on the x-variable in p . Since Q is a Hermitian operator, 
[Q] = f Q o(x - x')p(x, x') dx dx' 

= f Q' o(x' - x)p(x, x') dx dx'. (18-7) 
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Now Q' operates only on the primed variable in 8(x' - x) . The function 

Q(x', x) = Q' 8(x' - x) (18-8) 

will be recognized as the matrix element of the operator Q interpreted 
as a matrix in a position-diagonal representation. (See Chapter 1 1 .)  This 
suggests that the density function be interpreted as a density matrix, 
defined by 

p = [��*], (18-9) 

where � is a column vector and �* is its Hermitian adjoint. This equation 
thus defines a square matrix, with elements given by Eq. (18-5) . In 
matrix form, Eq. (18-7) can be written as 

[Q] = tr Qp = J Q(x', x)p(x, x') dx dx' = tr pQ ; (18-10) 

the ensemble average of Q is obtained by taking the trace of the matrix 
product of Q and p. The product may be taken in either order. This is a 
general property of a trace of the product of two matrices. 

Equation (18-10) is invariant under a similarity transformation, as was 
mentioned in the discussion of Eq. (13-34) . To see this in another way, 
form 

tr Qp = tr T-1TQT-1Tp = tr TQT-1TpT-1 = tr Qtpt. (18-1 1) 

Here use is made of the fact that the trace is left unchanged by a change in 
order of the factor T-1 . Equation (18-10) is thus valid for any matrix 
representation of the matrices. (See also Chapter 13.) 

Since Eq. {18-10) can be used to obtain the average values of all ob­
servables, the density matrix p must contain all the physically significant 
information that is known about the ensemble. This is usually less informa­
tion than is contained in an enumeration of the relative frequencies of all 
possible wave functions. This situation is without a classical analogue 
and leads to interesting paradoxes, some of which will be discussed later. 

Some of the properties of the density matrix will now be considered 
briefly. First, it is Hermitian. This can be seen by forming the Hermitian 
adjoint of Eq. (18-9) or, equivalently, by interchanging x and x' and taking 
the complex conjugate of Eq. (18-5) . Second, the trace of p is unity. This 
follows from the normalization of the wave functions : 

J p(x, x) dx = 1 .  (18-12) 
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While density-matrix formalism is  particularly useful for the description 
of mixed states, it is also applicable to pure states. In such a case, the 
ensemble averages of Eqs. (18-5) and (18-9) reduce to the single terms corresponding to the pure state. Then the eigenvalues of p are 0 and 1, with the value 1 being nondegenerate. 'To see this, square Eq. (18-9), 
omitting the brackets : 

p2 = #*1/11/1* = 1/11/1* = p, 
(18-13) 

p(p - I) = 0. 

The eigenvalue 1 must. be nondegenerate, since the trace of p, which is 
the sum of the eigenvalues, is unity. 

Note that the diagonal elements of p represent the probability per unit x of finding a system in the ensemble with the coordinates x. In similar 
fashion, if the stationary states are enumerated by an index n representing energy eigenstates, the density matrix in a representation with energy 
diagonal will have discrete elements Pnn , and Pnn will represent the probability of finding a system in the ensemble in the nth energy state. 
If the corresponding wave function is designated as un(x), then, as was shown in Chapter 13, the un(x) may be interpreted as the elements of a 
unitary matrix which can be used to transform p into the representation 
with energy diagonal : 

Pnn' = J Un(x)p(x, x')Un• (x') dx dx'. (18-14) 

Note that if the system is definitely in the nth energy state, 
p(x, x') = Un(X)Un(x') ,  

Pnn' = �nn' · 
(18-15) 

In similar fashion, other representations can be used to make the prob­ability-distribution functions of the other observables appear on the 
diagonal of the density matrix. 

As an elementary application of density-matrix formalism, consider the density matrix for an ensemble of unpolarized electrons, i.e., electrons in 
completely random spin states. Employ a representation with the z­component of an electron spin diagonal. The density matrix in this case 
is one-half times the identity matrix� 

p = [! :l (18-16) 

This can be seen as follows. First note that the two spin orientations (with 



18-2] THE DENSITY MATRIX 335 

respect to the z-axis) have equal probability. Also, the average value of 
any spin component is obtained from 

[a] = tr ap = ! tr a =  0, (18-17) 
since the trace of any component of a is equal to the sum of the two spin 
eigenvalues. Thus the density matrix in Eq. (18-16) describes what is commonly meant by an ensemble of unpolarized electrons, namely, 
electrons without a preferred spin orientation. We can see that Eq. (18-16) 
is a unique description (in this representation) of an ensemble of unpolar­ized electrons because any other matrix would have unequal elements on 
the diagonal after the diagonalizing transformation. Such a diagonal density matrix with unequal elements corresponds to a net spin alignment 
along the z-axis in the transformed coordinate system. 

It is. convenient to extend the notion of a completely random state to all 
systems having a finite number (N) of states. The density matrix of such a completely random state is 

(18-18) 
It is interesting and significant that a completely unpolarized ensemble 

of electrons can, for any orientation of z, be considered to consist of elec­trons every one of which is oriented in either the positive or negative 
z-direction. Thus a beam of unpolarized electrons can be passed through a device which measures, for example, the z-component of spin for each electron in the ensemble. If the device does not separate or "label " the 
electrons in any way, the ensemble is unaffected by the measurement. 
It is still completely random. This interpretation of a random ensemble as a mixture of systems in 
appropriate pure states is equivalent to a decomposition of a density 
matrix into two or more parts each of which describes a pure state. . For example, referring again to a system of electron spins, the density matrix 

p = [! !] (18-19) 
can be decomposed as 

P = iPt  
+ iP2, (18-20) 

where 
PI = [! !] and P2 = [� :] (18-21) 

are the density matrices representing electrons oriented in the +x-direction 
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and in the +z-direction, respectively. This decomposition signifies that 
the ensemble is equivalent to a mixture of equal numbers of electrons 
oriented in these two directions. This decomposition is not unique, how­
ever. For example, another possible decomposition is 

where 
0 + 1 0 - 1 P = _ rn Pa + _ rn P4, 

2v 2 2v 2 
(18-22) 

a = -1- [0 + 1  1 ] p 
20 1 0 - 1 

and p4 = _1_ [0 - 1 - 1  ] 
. 20 -1 v'2 + 1 

(18-23) 

respectively represent an ensemble with spins oriented in the xz-plane at an angle of 45° with both the positive x- and z-axes and an ensemble with 
spins oriented in the opposite direction. The decomposition of Eq. (18-22) thus represents a mixture of electrons with fractions ( v'2 + 1) /2"\1'2 and 
( v'2 - 1 )  /20 in these two orientations. Confusion sometimes arises because, for a mixed state, a given density 
matrix can be decomposed in more than one way, and consequently there is an ambiguity in the ensemble representation of the mixed state. An interesting example is provided by some of the theoretical papers on 
electron physics, particularly on electron interference. In these electron­
interference experiments, electrons are emitted by a hot cathode ; they are accelerated to form an electron beam, which is then used to bombard scattering foils. It was the feeling of some of the investigators in the field 
that the electrons are emitted by the cathode in the form of wave packets 
having an energy spread equal to the observed energy spread of the elec­
tron beam. Electron-interference effects were then calculated, with these 
wave packets used as electron-wave functions. However, the density matrix describing the state of electrons emitted by the cathode has a form such that it can be decomposed into either 
monoenergetic pure states or wave-packet pure states. Hence the ensemble representation of the mixed state is ambiguous. Although the electrons may be thought of as emitted in the form of wave packets, this need not be 
done. Since interference calculations are more easily carried out using 
monoenergetic wave functions, it is much more convenient to consider 
each electron as having a definite energy. The two descriptions are phys­ically equivalent. To show the equivalence of the two representations, we will for con­
venience ignore the transverse motion of the electron relative to the sur­
face of the cathode (considered p�ne) and use a position-diagonal repre­
sentation for the wave functions and density matrix. With the assumption 



1 8-3] THE EQUATION OF MOTION OF THE DENSITY MATRIX 337 

that an electron is emitted as a wave packet, we can write its wave func­
tion after emission as 

'1/t = ��<Xl A (k) exp {i[kx - w (t - to)]} dk, (18-24) 
with 

hk2 
w = - , 2m (18-25) 

where t0 is the time of emission and A (k) gives the form of the wave packet. Various electrons are emitted at various times t0, which may be considered to be random. The density function is obtained by averag­
ing over t0 : 

p(x, x', t) = ['1/t(x, t)'l/t(x', t) l to· (18-26) 

In the average over t0, nonvanishing cross terms in Eq. (18-24) are 
obtained only when the two frequencies are equal, implying equal k. Hence 

p(x, x', t) = j iA I 2 exp [ik(x - x')] dk. (18-27) 

Note that the time dependence has disappeared. 
This ensemble can equally well be considered to be an ensemble of 

plane-wave or monoenergetic states having wave functions 
'1/tk = exp [i(kx - wt + �k)] . (18-28) 

The density matrix can be written as a decomposition in density matrices, 
each representing such a plane-wave state: 

(18-29) 

Note that the probability that an electron will have the momentum k (per unit k) is IA (k) l 2 for both ensembles. 
18-3 The equation of motion of the density matrix. The equation of motion of the density matrix is easily obtained from the Schrodinger 

equation, which can be written in matrix form as 
H"' = ih a"' · at 

If we multiply on the right by the Hermitian adjoint "'*, we find 
(18-30) 

(18-31) 
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Note that, being a matrix, H operates only on 1/t, and not on ,Y* .  Taking the adjoint of Eq. (18-30) and multiplying on the left by 1/1 yields 

1/11/I*H = -ihl/1 
a,y* . at 

Subtracting this from Eq. (18-31) gives 
H,Y,Y* - 1/11/I*H = ih � ( 1/11/1*) . 

If we now form the ensemble average and use Eq. (18-9), we find 
Hp - pH = [H, p] = ihftp. 

(18-32) 

(18-33) 

(18-34) 

(Here the brackets denote a commutator, rather than an ensemble aver­
age.) Note that this differs in sign from the equation of motion of an 
observable in a Heisenberg representation. Note also that in a Heisenberg 
representation, p is a constant and Eq. (18-34) does not hold. Written in component form, this equation is, in position representation, 
f[H(x, x")p(x", x') - p(x, x")H(x", x') ] dx" = ih � p(x, x') . (18-35) 

Equation (18-34) gives the correct equation of motion for the average value of an observable. This can be seen by computing 
d a i 
- tr Qp = tr Q - p = - :i" tr Q[H, p] dt at 1& 

i i - h tr [QHp - QpH] = - h tr [(QH - HQ)p] 

= tr {Q, H}p, (18-36) 

where { Q, H }  signifies the Poisson bracket of Q and H. In the second line of the above equation, use is again made of the invariance of the trace of a product to the order in which the product is taken. 
18-4 Ordered and disordered ensembles. In the discussion of many important statistical problems, a measure of the order or the disorder of 

an ensemble is needed. A suitable quantitative measure is provided by 
0" = -tr p ln p. (18-37) 

An ensemble is in its most highly ordered state when all its members are 
in the same pure state, i.e., when Eq. (18-13) is satisfied. In this case, 
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it is readily seen that u = 0. On the other hand, for the completely 
random state of Eq. (18-18), 

u = -In (�) = +In N, (18-38) 

where N is the number of possible quantum states, and the density matrix 
has dimensions N X N. As will be shown later, this constitutes an upper 
bound on u. For any reasonable definition of order, the completely random 
state must be regarded as the state of maximum disorder. Since any 
departure of the ensemble from the completely random state can only 
decrease u, u as defined in Eq. (18-37) is a suitable quantitative measure 
of the order of an ensemble. 

If all the members of an ensemble are subjected to the same disturbance, 
u remains unaffected. For example, assume that the forces given by a 
time-independent Hamiltonian H act on the member systems of the 
ensemble for a time T. From Eq. (13-56) , the wave function tf;(O) of each 
system is transformed intQ ( tHT) tf;(T) = exp - T t/1(0) (18-39) 

by the interaction. If this expression is substituted into Eq. (18-9), it is 
seen that the interaction transforms the density matrix into 

( iHT) (iHT) p(T) = exp - T p(O) exp T · (18-40) 

This constitutes a unitary transformation on p. If the Hamiltonian is 
time-dependent, it can be decomposed into an (infinite) sequence of time­
independent segments. The over-all transformation is the product of these 
unitary transformations, and is also unitary. However, as was discussed 
in Chapter 13, the trace of a matrix is invariant under a unitary trans­
formation. As a result, u is unaffected by a disturbance that is applied to 
all members of the ensemble. Consequently, it is impossible to introduce 
either order or disorder into an ensemble by acting on each member of the 
ensemble with the same force field. 

If the members of an ensemble are acted on by different forces, however, 
there is usually a trend toward more disorder in the ensemble. We can 
see this if we first consider the special case of an ensemble represented in 
an energy representation by the stationary density matrix 

Pnn = 1, 

Plm = 0, l � m or l = m � n. 
(18-41) 



340 QUANTUM-STATISTICAL MECHANICS [CHAP. 1 8  
This ensemble has all its members in  the nth energy state. We now con­
sider the effect of an instantaneous disturbance at the time t = t0 on all 
members of the ensemble. This disturbance can be represented in its 
effect on the ensemble by the unitary transformation 

Up(t0)U-1 = Up(to)U*  = p'(to) .  (18-42) 

If the nth column of U has elements ah a2, . . .  , then p' has the form �a1 j 2 a1a2 a1aa 

' 'l p' (t0) = a2a1 !a2 ! 2 a2a3 . . .  ' 
aaa1 aaa2 laa l 2 

(18-43) 

I I 
where 

2:: lai l
2 = 1 .  (18-44) 

j 

Equation (18-43) represents the density matrix at t = t0 after the dis­
turbance has occurred. At some later time, the density matrix has elements 

(18-45) 
where 

E · - E · Wij ==: a n J '  (18-46) 

Imagine now that different members of the ensemble are disturbed at 
different times, and that the disturbances are randomly distributed in 
time. Such a disturbance will be said to be random. The resulting density­
matrix elements are obtained from Eq. (18-45) by averaging over t0• With 
nondegenerate energy states, all off-diagonal elements average to zero. 
If there are degener9cies, these degeneracies may be split by other dis­
turbances ; these will in general lead to the same conclusions. 

A random disturbance acting on the various members of the ensemble 
produces a new stationary ensemble characterized by a diagonal matrix 
in an energy representation. Individual members of the ensemble may 
thus be considered to be in definite energy states. It can be said that such 
random disturbances produce transitions between the various energy 
levels, inasmuch as the density matrices are completely described by the 
populations of the various energy levels. 

If the original density matrix p characterizing the system is diagonal in 
an energy representation, it may be decomposed into matrices of the form 
of Eq. (18-41) . We see from Eq. (18-43) that after a series of random dis-
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turbances, p becomes p', with elements 

P�A: = PA:lc + L C�:z(pz z  - Pu) . 
z 
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(18-47) 

Here C�cz = Cz1c represents the {positive) transition probability between 
states k and l due to the disturbance. Note that each term in the sum 
in this equation serves to increase PA:lc if pzz > pu. Also, pzz is then de­
creased by the same amount by the corresponding term in its sum. Note 
also that the sum 

u�: + Uz = -(PleA: ln Pick + pzz In pzz) {18-48) 

is increased by a transfer of population from state l to state k (when 
pzz > Pick) .  Consequently, we can see by an iteration of the above argu­
ment that the order parameter u is increased by random disturbances; 
that is, after random disturbances, 

u' = - tr p' ln p' � u ;  {18-49) 

rarulom disturbances introduce disorder into an ensemble. It is reasonable 
to assume that the interactions occurring between any system and a heat 
bath constitute such random disturbances which increase u. · 

If an individual random disturbance produces only a small change in p, 
Eq. (18-47) can be written as the differential equation 

{18-50) 

This may be recognized as a diffusion equation. Its solution shows that a 
"diffusion" of the members of the ensembles between the various energy 
levels takes place until all energy levels which can be coupled by the 
disturbances (for which B�cz � 0) are equally populated. [It is only under 
this condition that the time derivatives of Eq. {18-50) vanish.] Thus, 
systems for which Eq. {18-50) is valid tend to approach the random 
distribution of Eq. {18-18) when acted on by a series of random dis­
turbances. 

It is clear from the behavior of the order parameter u discussed above 
that it is related to the thermodynamical-state variable entropy. In fact, 
it can be shown* that a suitable quantum-mechanical definition of en­
tropy is s = ku, {18-51) 

where k is Boltzmann's constant. 

* R. C. Tolman, Principles of Statistical Mechanics, Oxford University Press, 
Oxford, 1st ed., 1938, Chapter 13. 
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18-5 Stationary ensembles. The density matrix for a completely ran­
dom ensemble, Eq. (18-18) , is proportional to the identity matrix. It 
therefore has the unique property that it commutes with every Hamiltonian 
and hence is always stationary. This means, as mentioned earlier, that 
there is no way in which the same force field acting on all members of 
such a random ensemble can introduce order into the system. A system 
characterized by a stationary density matrix is in an equilibrium state or 
condition. A necessary and sufficient condition for a state to be stationary 
is the commutation of p with the Hamiltonian. A sufficient condition is 
that p be some function of H :  

P = p(H) .  (18-52) 

Stationary ensembles are of particular importance for systems interacting 
with a heat bath. Such systems approach a stationary state characterized 
by the temperature of the bath. Another important application of a sta­
tionary ensemble is in the representation of a system for which only the 
energy is known. If there are many states of the same energy, it is reason­
able to give to each such state the same a priori probability. The density 
matrix then has equal nonzero elements on the diagonal for these energy 
states only. In a similar manner, a system for which there is no informa­
tion can be assumed to be in the completely random state described pre­
viously. All these ensembles are characterized by density matrices which 
commute with the Hamiltonian and are stationary. 

The type of stationary ensembles which is of chief interest here is the 
maximum-disorder ensemble. Various classes of such ensembles, com­
pletely random, microcanonical, canonical, and grand canonical, will be 
considered. 

As discussed previously, the completely random ensemble is defined as 
one for which all energy states are equally probable. Alternatively, it 
may be defined as the state for which u is maximized without any physical 
auxiliary conditions. Thus it is determined by the requirement that the 
variation &T vanish : 

au = a (tr p ln p) = 0. 

The only auxiliary condition on the variation is 

tr p = 1 .  

For the diagonal density matrices under consideration, 

&T = a :E Pjj ln Pjj = :E ap;; (ln Pii + 1) = 0. j i 

(18-53) 

(18-54) 

(18-55) 
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The variations �Pii are arbitrary, subject only to the condition that 

(18-56) 

This auxiliary condition can be introduced by the method of Lagrangian 
multipliers. If Eq. (18-56) is multiplied by a constant A and added to 
Eq. (18-55) , the result, for any A, is 

L �Pii [ln Pii + 1 + A] = 0. 
j 

(18-57) 

We may choose A so as to make any one of the bracketed terms in this 
equation vanish. All the other bracketed terms must vanish, since the 
remaining �Pii may be independently varied. Therefore 

In Pii = constant, (18-58) 

which leads immediately to the density matrix for a completely random 
ensemble, given by Eq. (18-18) . 

The microcanonical ensemble is defined to be one for which u is a maxi­
mum subject to the condition that all members of the ensemble have 
energies lying in a narrow energy range. Such an ensemble can be used to 
describe the state of a gas for which only the total energy of the gas is 
known. Formally, the microcanonical ensemble is one for which u is 
maximized subject to the condition that the only nonzero elements of p 
lie in the prescribed energy range. Equations (18-53) through (18-58) 
are valid provided the sums are interpreted as being only over the pre­
scribed energy range. Consequently, from Eq. (18-58) , a microcanonical 
ensemble is one for which all energy levels in the prescribed energy range 
are equally populated. 

The canonical ensemble is defined to be one for which u is maximized 
subject to the condition that the mean energy of the ensemble takes on 
some previously assigned value. The canonical ensemble is useful in 
describing an ensemble whose members have been allowed to interact 
with a heat bath at some definite temperature T. The mean energy of the 
ensemble, after equilibrium has been established, is determined by this 
temperature. Consequently 

� = � tr p In p = 0, 
subject to the conditions that 

tr p = 1 ,  tr Hp = [E]. 

(18-59) 

(18-60) 

These two auxiliary conditions can again be taken into account by the 
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technique of multipliers. The resulting expression is 

L: 6pu [ln Pii + 1 - ln A + >.E;] = 0, j 

(CHAP. 1 8  

(18--61) 

where A and X are constants. Again the bracketed terms all vanish and 

Pu = A exp ( -XE;) . (18--62) 

The constants must be chosen so as to satisfy Eq. (18--60) . In addition, 
the average energy can be related to the temperature of the heat bath. 
To do this, consider an ensemble of one-dimensional oscillators. Their 
average energy is 

[E] = tr Hp = L: E;p;; = L: (j + })liwA exp [->.(j + i)liw] j j 
d 00 • = -liwA d(>.liw) � exp [- (J + i)XIiw] .1=0 

= -liwA _d_ exp (-Xliw/2) 
d(>.liw) 1 - exp (-XIiw) 

= liw A exp (XIiw/2) + exp ( -XIiw/2) 
2 [exp (>.liw/2) - exp (->.liw/2)]2 

(18--63) 

For an ensemble of one-dimensional oscillators, the first of equations 
(18--60) can be written as 

1 = "" A ex [-(  · + 1)XIiw] = A exp (->.liw/2) · (18--64) 4 p 3 � 1 - exp ( -XIiw) .1 
If we substitute this into Eq. (18--63), we find that 

[E] = iliw exp (>.liw/2) + exp (- >.liw/2) 
exp (XIiw/2) - exp (- Xliw/2) 

- ihw + fl,w 
- exp (XIiw) - 1 

In the limit of very low frequencies, this becomes 

1 [ E1 -;;;=;a x . 

(18--65) 

(18--66) 

However, classical results apply in this limit, and from classical statistics, 

Therefore 
[E] = kT. 

1 X =  kT . 

(18--67) 

(18--68) 
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At first glance, this result appears to be highly restricted in its validity, 
being limited to low-frequency harmonic oscillators, but it may easily 
be seen to be quite general. Consider a system composed of two non­
interacting subsystems. Let one of these subsystems be a low-frequency 
linear oscillator. The combined system may be considered to be either a 
single system or two independent systems. In either case, the results of 
Eqs. (18-67) and (18-68) are valid for the oscillator. Considered as a 
combined system, however, there is but one X, determined by Eq. (18-68), 
for the combined system. 

To summarize, a canonical ensemble is one for which the population 
of an energy state is proportional to the Boltzinann factor exp ( -E;/kT) . 
If this result is substituted into Eq. (18-60), the average energy at a 
temperature T may be calculated for any system. 

Often the total number of particles in the system is unknown, for 
example, in the case of a gas. Consequently, it is sometimes convenient 
to consider still another kind of stationary ensemble, one in which the 
members vary in the total number of particles. If the total number of 
particles in the system is introduced formally as a dynamical variable 
with an operator N having eigenvalues 0, 1, 2, 3, . . .  , it is seen that for 
the nonrelativistic systems which are being considered, the total number 
of particles is a constant of the motion. N therefore commutes with the 
Hamiltonian and the density matrix may be taken to be simultaneously 
diagonal in H and N. In a manner similar to that for the canonical en­
semble, the disorder parameter may be maximized subject to the condi­
tions that both the energy and the particle number assume some prescribed 
average value : 

subject to 

Thus 

and 

&T = 8 (tr p ln p) = 0, 

tr Hp = [E], tr Np = [N], tr p = 1 .  

0 = tr  [ln p + XH + vN - ln  A] 8p, 

p = A exp (-XH - vN), 

(18-69) 

(18-70) 

(18-71)  

(18-72) 

where A, X, and v are constants. For a representation with H and N 
�imultaneously diagonal, p is also diagonaL An ensemble represented by 
a density matrix of the form of Eq. (18-72) is known as a grand canonical 
ensemble. 

18-6 Systems of noninteracting particles. As discussed in Chapter 17, 
there are important, sizable effects arising from the symmetry require­
ments imposed when a system is composed of particles which cannot be 
distinguished. In this section, a system of noninteracting particles will be 
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treated under the varying assumptions that the particles can be distin­
guished, that they are Bose particles, and that they are Fermi particles. 

First we will consider the particles to be distinguishable. A system 
composed of otherwise equivalent but distinguishable particles is known as 
a Boltzmann system or a system obeying Boltzmann statistics. We will 
designate the single-particle energy levels of the system by the non­
degenerate energies Ei. The total energy of the system is then 

(18-73) 

where ni is the number of particles with energy Ei. The energy E is an 
energy level of the gas treated as a single system. It has a degeneracy 

(18-74) 

where 
(18-75) 

This degeneracy follows because all the N!  permutations of the N particles 
lead to different energy states for the whole gas, except those which 
interchange particles only in the same single-particle state Ei. 

To calculate the average value of ni, we can use the canonical ensemble. 
The average value of ni can then be written, using Eqs. (18-62) , (18-68), 
and ·(18-74) , as 

(18-76) 

where the sum is over all possible sets of values of n;, subject to the 
condition of Eq. (18-75) . The quantity Z, known as the sum-over-states, 
or partition function, is given by 

Z "'  L: ;,�;I exp (- :r) • (18-77) 

again with the condition of Eq. (18-75) on the sum. Note that Eq. (18-76) 
is simply a sum over all possible values of ni, each value being multiplied 
by the probability of that particular value occurring. Because of the 
degeneracy of the energy level with energy 

(18-78) 

the Boltzmann factor of Eq. (18-62) must be multiplied by the degeneracy 
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factor of Eq. (18-74) if it is to represent a sum over all the states repre­
sented by a particular choice of the occupation numbers n1 ,  n2, • • •  

The partition function Z can be evaluated explicitly by noting that a 
polynomial expansion gives 

Z = [exp (- ��) + exp (- �;) + · · ·T· 
It may also be noted that Eq. (18-76) can be written as 

a (ln Z) o(Ei/kT) 
= N exp (-Ei/kT) . 

:E; exp ( -E;/kT) 

(18-79) 

(18-80) 

This result is identical to that obtained by considering the system as 
composed of N noninteracting single-particle systems and applying Eq. 
(18-62) directly to the single-particle systems. Thus it is apparent that 
a complicated formalism has been used to obtain a simple result. The real 
value of this technique appears only after the indistinguishability of the 
particles is taken into account. 

Next let us consider the case of indistinguishable particles that satisfy 
Bose statistics. Any permutation of the particles leads to no change in 
the wave function ; the stationary state is specified completely by the 
quantum numbers ni, and the state is nondegenerate. Hence for Bose 
particles, the degeneracy factor of Eq. (18-74) must be replaced by unity. 
Again the average value [ni] will be calculated. However, it is inconvenient 
to use the canonical ensemble because the resulting sum is difficult to 
evaluate. Hence we use the grand canonical ensemble, Eq. (18-72) . This 
gives, in place of Eq. (18-76), 

(18-81) 

with ao ao ( E ) Z = 2: L · · · exp - kT - vN ' n t -0 "2-o 
(18-82) 
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The partition function can be written as 

II � . ( n ·E · ) Z = . L....J exp - kT
' - vni 

' n i=O 

= lJ 1 - exp [-�Ei/kT) - v( ' 
(18-83) 

Again, 
c Hn Z  1 [ni] = -

a(Ei/kT) = exp [(Ei/kT) + v] - 1 
· (18-84) 

The constant v is determined from the requirement that 

(18-85) 

With Fermi statistics, the Pauli exclusion principle holds; i.e., the wave 
function changes sign under any odd permutation, and the occupation 
numbers ni can only be either zero or unity. Once again these occupation 
numbers completely specify the state, and the degeneracy is unity. If 
we employ the grand canonical ensemble, we find that 

{18-86) 

with 1 1 ( E ) Z = L � · · · exp - kT - vN · 
n l'= O  n2=0 

(18-87) 

The partition function can be written as 

(18--88) 

Then 
o ln Z 1 [ni] = -

o(Ei/kT) - exp [(Ei/kT) + v] + 1 
(18-89) 

As for the case of the Bose system, the constant v is evaluated by the con­
dition that 

(18-90) 

In the case of Fermi statistics, v (which is dimensionless) is usually written I 
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in the form 

(18-91 )  

where EF is known as the Fermi energy (or level) of  the system. Equations 
(18-80) , (18-84), and ( 18-89) can all be written in the form 

1 [ni] = exp [(Ei/kT) + v] + fJ ' (18-92) 

with fJ = 0, - 1, and +1 for Boltzmann, Bose, and Fermi statistics 
respectively. 

18-7 Ideal gas. As an example of the application of the three kinds of 
statistics, Boltzmann, Bose, and Fermi, to a system of noninteracting 
particles, we will consider the classic example of an ideal gas. A Boltzmann 
gas may seem of no physical significance because molecules of any gas are 
in fact indistinguishable. However, it is possible to have systems for which 
the individual molecules possess internal states with large degeneracy, 
e.g., molecules with large spins associated with one or more of their con­
stituents ; such molecules are approximately distinguishable by virtue of 
possessing different spin orientations. A gas of such molecules approxi­
mates, therefore, a Boltzmann system. 

Equation (18-92) is immediately applicable to the case of an ideal gas. 
However, it can be written in a more convenient form if the degeneracy of 
one-particle energy states for a box are included explicitly. The case of 
a particle in a one-dimensional box was treated in Chapter 3. If the results 
obtained there are generalized to three dimensions and the origin is moved 
from the center of the box to one corner, the wave function for a (spinless) 
particle in a cubical box of side a becomes 

( 8 )1 '2 • 1rqx . 1rry . 1rsz Vtqra = -3 Slll - Slll - Slll - ' a a a a 
The corresponding energy of the particle is 

q, r, s = 1 ,  2, 3, . . . ( 18-93) 

( 18-94) 

Since the energy spacings between levels are so small for any reasonable 
values of particle mass m and box size a, it is convenient to assume that 
the energy levels are distributed continuously and to consider the number 
of energy states dn(E) in an energy range dE about E. This distribution 
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function can be found by considering the (integral) parameters q,  r ,  and 8 
as the components of a vector in momentum space. Equation (18-94) is 
the equation for a sphere in this space, and the volume dV of one octant 
of the spherical shell of radius R = (a/7rh) (2mE) 11 2  and thickness 
dR = (a/'rrh) (m/2E) 1'2 dE is the number of energy states dn(E) in the 
energy range dE. Thus 

dn(E) = � X  47rR2 dR = 
2;2 (�)3 (2mE) 112 dE. ( 18-95) 

If the particles have a spin 8, there are 28 + 1 possible spin orientations 
for each of these translational states. The state density is then given by 
Eq. (18-95) multiplied by the factor (28 + 1) .  The number of particles 
dN in the gas in the energy range dE about E is obtained from Eqs. (18-92) 
and (18-95) : 

m (a)3 1 12 dE dN = 21r2 h (2mE) exp [(E/kT) + v] + fJ ' (18-96) 

where fJ = 0, -1 ,  or + 1, depending on the statistics. If spin degeneracy 
is included and the particles have spin s, the number of particles in the gas 
per unit volume and energy is 

m(2mE) 1 1 2  28  + 1 W(E) = 21r2ha exp [(E/kT) + v] + fJ (18-97) 

AB discussed previously, the constant v must be chosen so as to give the 
correct particle density. 

One point should be noted in connection with Eq. (18-97) . It is clear 
that for the case of Bose statistics, v cannot be negative or else, from 
Eq. (18-84), [ni] could become negative. The highest particle density 
therefore corresponds to v = 0. However, if v is set equal to zero and 
Eq. (18-97) is integrated over all possible energies, a finite particle density 
is obtained. It would thus appear that the formalism developed is unable 
to account properly for high-density Bose gases. This is not the case, 
however. The confusion arises from considering the particle density 
distribution function W(E) as associated with a continuum of states. Con­
sidering ideal gas states as discrete, however, Eq. (18-84) shows that it is 
possible to have an infinite particle density associated with just the lowest 
energy state, Ei = 0. * 

It is clear from Eq. (18-97) that v approaches infinity as the particle 
density goes to zero. Under this condition, all three distribution functions 

* For a more detailed discussion, see E. Schrooinger, StatiBtical Thermodynam­icB, Cambridge University Press, 1952, Chapter 8. 
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corresponding to different values of {3 reduce to the same form. Conse­
quently, the effects of particle indistinguishability become important only 
at high particle densities. Note from Eq. (18-92) that when v is sufficiently 
great to give substantially the same distribution functions for all three 
types of statistics, i.e., when exp v >> 1 ,  then [ni] << 1 for all values of i. 
Stated in physical terms, it is only when the particle density is sufficiently 
great to give an appreciable probability of finding more than one particle 
in the same state that any important effect results from the identity of 
particles. 

To show the effect of statistics on the distribution of molecules of an 
ideal gas among the possible particle-in-a-box energy states, we have 
plotted Eq. (18-92) in Figs. 18-1 through 18-3 for the three different 
statistics for three different particle densities. The values of v have been 
chosen so that each figure corresponds to the same total particle density. 
The average numbers of particles in the lowest energy state (E = 0) are 
given in Table 18-1 for the three statistics. Figure 18-1 corresponds to 
a low particle density. We see that except for the very lowest energies, 
the effects of particle indistinguishability are negligible. 

Figure 18-2 corresponds to a case where the particle density has been 
increased by a factor of 10. We see that at this density the effects of 
particle identity are already becoming pronounced. Two features should 
be noted : in the Bose gas, there is a definite tendency for the lowest energy 
states to be populated relative to the higher energy states, and in the Fermi 
gas, the low-energy states have a tendency toward an abnormally low 
population. The first of these effects is known as the Bose condensation. 
Under conditions of high density (small v) , for which there is a noticeable 
Bose condensation, an increase in the particle density merely results in 
a higher concentration of low-energy particles. The gas pressure does not 

TABLE 18-1 

AVERAGE POPULATION [no] OF THE GROUND-ENERGY STATE FOR THE 
THREE pARTICLE DENSITIES SHOWN IN FIGS. 18-1 THROUGH 18-3. 

Statistics 
Figure 

Maxwell-Boltzmann Bose-Einstein Fermi-Dirac 

18-1 0.181 0.220 0.153 
18-2 1 .81 15.88 0.77 
18-3 27 .1  --0.81N* 1 .0 

• Valid for reasonably high particle densities. This huge number is typical 
of the Bose condensation. 
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FIG. 18-1 . The ensemble averages o f  the population numbers [nil of the 
various energy states of a free particle in a box, for an ideal gas obeying the 
three statistics : Maxwell-Boltzmann, Bose-Einstein, and Fermi-Dirac. 

E kT 
4 5 

FIG. 18-2. The ensemble averages of the population numbers [n,] of the 
various energy states of a free particle in a box, for an ideal gas obeying the 
three statistics. The density of the gas represented in this figure is 10 times that 
of the gas represented in Fig. 18-1 .  Note the change of scales. The Bose gas is 
beginning to show a condensation in the lower energy states. 
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increase appreciably . .  In this sense, a Bose gas behaves something like a 
saturated vapor : increasing the amount of the substance merely increases 
the amount in the "condensed " phase without materially increasing the 
pressure. This condensation is shown in more striking form in Fig. 18-3, 
which corresponds to a further increase in the particle density by a factor 
of 15. 

Note that the parameter v is not only a function of the particle density, 
but also of the temperature. Figures 18-1 through 18-3 have been drawn 
to show the effect of increasing the particle density while holding the 
temperature constant. Qualitatively, the general shape of the curves also 
corresponds to the effect of lowering the temperature at constant particle 
density, but of course this cannot hold quantitatively. 

As a further illustration of the effects of particle indistinguishability, 
Eq. (18-97) is plotted in Fig. 18-4 for the case of Fermi particles of spin 
one-half for the three values of v illustrated in Figs. 18-1, 18-2, and 18-3. 

5 

4 

2 

Fermi-Dirac 

E 
kT . 

FIG. 18-3. The ensemble averages of the population numbers [nil <>f the 
various energy states of a free particle in a box for an ideal gas obeying the 
three statistics. The density of the gas represented in this figure is 150 times 
that of the gas represented in Fig. 18-1 . Extreme degeneration effects are seen 
in both the Fermi and Bose systems. (See also Table 18-1 ;) 
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X 

Energy, ergs X lQ-13 
FIG. 18-4. The density of spin one-half particles in an ideal gas obeying Fermi 

statistics, per unit energy range, plotted against energy, for the three particle 
densities illustrated in Figs. 18-1 through 18-3. The curves are drawn for par­
ticles of mass m = 9.1 1  X 10-28 gm at room temperature (T = 293°K) . 
Curve (a) corresponds to Fig. 18-1 and a particle density of N = 8.78 X 
101 1/cm3• Curve (b) corresponds to Fig. 18-2 and N = 8.78 X 1012/cm3• 
Curve (c) corresponds to Fig. 18-3 and N = 1 .32 X I014/cm3• 

18-8 Summary. This introduction to quantum mechanics has con­
cluded with a discussion of quantum-statistical mechanics. The idea of 
mixed states, corresponding to incomplete knowledge of the system, was 
introduced, and distribution functions were shown to provide a complete 
physical description of an ensemble of similar systems. The density matrix 
was introduced and was shown to be Hermitian with unity trace. The 
case of spin orientations in an ensemble of spin-one-half particles was 
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considered as an elementary application of density matrices. The concept 
of a random system was introduced. Electron-interference experiments 
were discussed briefly in terms of density matrices. 

The equation of motion of the density matrix was derived, and an 
expression for the equation of motion of an observable was found in terms 
of the density matrix. Ordered and disordered ensembles were discussed, 
and a quantum definition of entropy was given. Next, various stationary 
ensembles-random, microcanonical, canonical, and grand canonical­
were considered. The question of distinguishability of particles in systems 
of noninteracting particles was examined, and some properties of systems 
of Maxwell-Boltzmann, Bose-Einstein, and Fermi-Dirac particles were 
developed. These results were applied to an ideal gas confined in a box, 
and some physical differences associated with the gases corresponding to 
the different statistics were used as illustrative examples. 

PROBLEMS 

18-1 . The state of polarization of a photon can be described by a wave func­
tion in the form of a two-component column vector. [As has been seen, the pho­
ton behaves like a particle with spin 8 = 1 ,  but the component of spin m. = 0 
never appears when the axis of quantization is chosen to coincide with the 
direction of propagation of the light. The polarization state is then charac­
terized by the amplitudes of the (m, = ±1) substates.) The polarization state 
of an ensemble of photons (a partially polarized light beam) can then be char­
acterized by the density matrix 

where a±l are the two amplitudes of the circular polarization states m, = ± 1 .  
Show that the state o f  polarization o f  a light beam usually requires three real 
numbers for its description. 

18-2. In terms of the representation described in Problem 18-1, the circular 
polarization of a photon has as its operator the Pauli two-component spin 
operator u •. In similar fashion, u z and u 11 are operators for measurements of 
plane polarization. (More generally, linear combinations of Uz and u11 rep­
resent arbitrary sets of orthogonal plane-polarization states.) (a) By analogy 
with the discussion of particle spin states with 8 = !, find the density matrix of 
a completely unpolarized light beam. (b) What is the average value of each of the 
three polarization operators uz, u11, and u, for such an unpolarized light beam? 
(c) Compute the disorder parameter u = -tr p ln p for an unpolarized light 
beam. (d) What is u for a completely polarized light beam? 
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18-3. (a) Show that a light beam of  arbitrary polarization can always be 
considered to be a mixture of a beam of completely polarized light and a beam 
of unpolarized light. (b) Show that the disorder parameter u is determined 
completely by the amount of unpolarized light in the mixture. 

18-4. Show that a completely unpolarized light beam may be considered to 
be a mixture of two completely polarized light beams of equal intensity but 
opposite polarization. The polarization of these polarized beams may be plane, 
circular, or elliptical. 

18-5. In a solid, in addition to the "core" electrons which are tightly bound to 
individual atoms in the crystal lattice, there are "valence" electrons which con­
tribute to the chemical forces holding the crystal together. These valence elec­
trons cannot be associated uniquely with individual atoms, but must be asso­
ciated with the crystal as a whole. The allowed energy states for these electrons 
form continua, or bands. In many materials, certain of these bands are separated 
by energy gaps in which no allowed electron states exist. (See Fig. 18-5.) If 
the valence electrons only partially fill the uppermost (conduction) band, the 
electrons are easily excited into the unfilled energy states, and the crystal exhibits 
metallic conduction. In an insulator, the electrons just fill the so-called valence 
band of allowed states and are not free to conduct electricity unless they are 
highly excited across the energy gap into the higher-lying conduction band. 

� � : Conduction-band states � 

FIGURE 18-5 

In a semiconductor at absolute zero temperature, the valence-band states are 
filled and the condu<:tion-band states are empty ; i.e., the semiconductor is an 
insulator. As the temperature is raised, however, the electrons can be thermally 
excited across the energy gap. It is, in general, a reasonable approximation to 
assume that the electrons excited to the conduction band behave much as if 
they were free. Measuring the electron energies from the top of the valence band, 
the density of conduction band states is then 

(E) dE = -1- 2m• 
(E - E )112 dE 

( )3/2 
g 2r2 fi2 fl ' 

Because the electrons in a crystal are not really free, the actual electron mass 
must be replaced by an "effective mass" m. in the crystal. (a} Assuming that 
(E - E,) >> kT, compute the number of electrons excited thermally into the 
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conduction band at temperature T, in terms of the energy gap E(/ and the Fermi 
energy EF. 

Whenever an electron is excited into the conduction band, it leaves behind it 
in the valence band a "hole."  This hole behaves like a free particle of charge +e 
and (effective) mass m��.. (b) Assuming that the density of hole states is given by 

(E) dE = _
1
_ 

2m" (-E) tt2 dE ( )3/2 
g 2r2 h2 

(zero energy at the top of the valence band) and that (EF - E) >> kT for states 
in the valence band, find the equilibrium number of holes at temperature T in 
terms of E(/ and EF. 

In a pure semiconductor, the number of conduction-band electrons equals the 
number of valence-band holes. (c) Use this condition and the above results to 
determine the Fermi energy EF as a function of T. (d) Show that for m6 = m11., 
the Fermi energy is in the middle of the band gap, that is, EF = !E(/. 

18-6. Photons may be considered as particles obeying Bose-Einstein statis­
tics. Using the expression derived in the text for the average number of particles 
(photons) in any energy state, together with the expression of Chapter 1 for 
the density of modes of electromagnetic vibration per unit volume in an en­
closure, obtain the Planck radiation law, Eq. (1-4) . [Note: In deriving the ex­
pression for [ni] in the text, the Lagrangian multiplier v was introduced to 
impose the constraint that the total number of particles Li [nil = N be a con­
stant. In the case of radiation, however, photons are created and destroyed, 
and the total number need not be conserved. The removal of this constraint for 
the case of photons is obtained by setting ., = 0.] 

18-7. Use density-matrix formalism to compute the expectation value of the 
magnetic moment of an ensemble of spin-one-half particles located in a large 
static field when a small oscillating field near resonance acts perpendicular to 
the static field. The weak oscillating field can be described by matrix elements 
H 12 = H 21 = -p<B cos wt, where subscripts 1 and 2 refer respectively to the 
higher- and lower-energy spin states of (unperturbed) energies Ex = p<Bo and E2 = -p<Bo. Here p is the magnetic moment of each spin, <B is the magnitude 
of the oscillating field, <Bo is that of the static field, and w is the (circular) fre­
quency of the oscillating field. 

In considering the equations of motion of the individual density-matrix com­
ponents, remember that relaxation mechanisms are operative. The above per­
turbation elements include only the effects of the electromagnetic fields acting 
on the ensemble ; the relaxation-effect terms have not been given. These will 
produce changes in the density matrix tending to restore it to the form charac­
terizing thermal equilibrium. The effect of relaxation processes is to maintain 
111 1 and P22 constant (at values which may be altered from those of thermal 
equilibrium). Thus iJpu/iJt and iJp22/iJt may be taken equal to zero. Also, in 
evaluating Pl2, neglect the nonresonant term 1/(w + wo) and the transient term 
of the form A exp ( -U,ot), where wo = (Et - E2)/A. (a) Show that, with 
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these approximations, the density matrix has the form [ Pl l 

p = 
1 J.Lffi (Pl l - P22) 

( . t
) 

- - exp t.w 
2 , wo - w  

1 p<B (pu - P22) 
( 

• 
t
) l - - exp -t.w 

2 , wo - w  
P22 

(llecause of the approximations made, the off-diagonal terms are singular on 
resonance. A more exact treatment would lead to finite terms on resonance.) 
(b) From this density matrix and the Pauli spin matrices, evaluate the expecta­
tion values of the three components of the net magnetic moment of the ensemble. 

18-8. Show that the trace of the product of two matrices is independent of 
the order of the product. 

18-9. Use the density-matrix formalism to compute the spin paramagnetic 
susceptibility of an ideal electron gas. (Neglect interactions between the 
electrons.) 

18-10. In an electron gas, one-half of the electrons have had their z-spin 
component measured. Compute the maximum possible value of [crz] . 

18-1 1 .  A low-density plasma has each electron spin polarized in the x­
direction at t = 0. (a) Write a density matrix for the electron spins, assuming 
that a uniform magnetic field in the z-direction acts on the plasma. (b) Assum­
ing a collision relaxation mechanism, how does the density matrix vary with 
time? (c) How does the disorder parameter (Eq. 18-37) vary with time? [Hint: 
·with collision relaxation, each electron suffering a collision is depolarized.] 

18-12. Calculate the density matrix representing an ensemble of particles for 
which the mean value of the square of the x-coordinate is a2• [Note: It should 
be assumed that the ensemble has only as much order as is implied by the above 
statement. Hence, the disorder parameter (Eq. 18-37) should be maximized 
subject to this condition.] 

18-13. (a) Calculate the density matrix representing an ensemble of par­
ticles for which the mean values of x2 and P! are a2 and b2 respectively. (See 
Problem 18-12.) (b) Show that the product ab must exceed some lower bound. 
(c) What is this bound ? (d) What is Eq. (18-37) at the lower bound ? (e) Com­
pute cr as a function of ab. 

18-14. As discussed in Problem 15-7, the ground state of atomic hydrogen 
is split by the hyperfine interaction into two states of total angular momentum 
F = 1 and F = 0. Here the total angular momentum is 

F = S + I, 

where I is the proton spin angular momentum and S is the spin of the electron. 
(I = !, s = !.) The spin-spin interaction term in the Hamiltonian which 
leads to this hyperfine splitting can be written for the ground state as 
AE(F2 - Jf1.2)j2h2, with AE = hv and ., = 1420 Me/sec. 

Collisions between hydrogen atoms in a gas of atomic hydrogen lead generally 
to electron exchange effects which serve to transfer energy freely between the 
translational and spin degrees of freedom of the gas. In such electron inter-
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changes the total spin angular momentum of the gas is left unchanged. (a) Com­
pute the density matrix for the internal spin states of a hydrogen gas assumed 
to be initially polarized by a magnetic field which is then suddenly switched off. 
[Hint: The individual hydrogen atoms may be treated approximately as inde­
pendent dynamical systems interacting with a heat bath at a temperature T. 
The resulting statistical equilibrium is such that the mean angular momentum 
[F] takes on the value given by the initial polarization. The density matrix 
then takes on the canonical form but is modified by the additional condition 
that the mean value of F is predetermined.] (b) Compute the following average 
values : [S.], [I.], [F2] .  (c) How does the internal spin energy of the gas depend 
upon [F]2? 



TABLE OF ATOMIC CONSTANTS 

Electron charge : 
e = 4.80294 ± 0.00008 X 10-10 esu 

Electron mass : 
m = 9.1086 ± 0.0003 X w-28 grams 

Proton mass : 

M11 = 1 .67245 ± 0.00005 X 10 -24 grams 

Velocity of light : 
c = 2.997928 ± 0.000004 X 1010 em/sec 

Planck's constant : 
h = 6.6254 ± 0.0002 X 10-27 erg-sec 

Avogadro's number : 
No = 6.0247 ± 0.0002 X 1023 /mol 

Fine-structure constant: 
a = 7.29729 ± 0.00003 X to-3 

a-1 = 137.0371 ± 0.0005 

Boltzmann constant :  

k = 1.38049 ± 0.00005 X l0-16 ergjOK 

Bohr magneton : 
p.o = 9.2733 ± 0.0002 X 10-21 erg/oersted 

Rydberg constant: 

Roo = 13.6050 ev 

Stefan-Boltzmann constant : (1 = 5.6696 ± 0.0004 X w-5 erg/cm2-sec-°K4 

Bohr radius (hydrogen atom) : 
ao = 5.29173 ± 0.00002 X 10-9 em 

Electron Compton wavelength : 
"c = li/mc = aao = 3.86153 ± 0.00004 X 10- 1 1  em 

"Classical" electron radius : 
ro = e2/mc2 = a>..c = 2.8179 ± 0.0002 X 10-13 em 

Rest energy of electron : 
mc2 = 0.51 1 Mev 

Rest energy of proton : 
Mpe2 = 931 Mev 

Ionization energy (hydrogen atom) : 

I o(H) = 13.55 ev 
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cross section, relation to scattering 

cross section, 305 
cross section, resonant, 276 
of electromagnetic energy, 272 

Accidental degeneracy, 162 
Addition, angular momentum, 149 
Adjoints, products of, 179 
Algebraic methods, 103 
Alkali metal spectra ·and Pauli's 

principle, 313 
Alpha-particle decay, 46 

WKB method, 249 
Angular momentum, 137 

addition, 149, 151 
commutation relations, 137, 138, 

152 
commuting operators, 150 
eigenvalues, 141 
expectation values, 141, 155 
general, 148 
ladder operator matrices, 191 
ladder operators, 139 
matrices, 189, 190, 191 
operator, 137 
orbital, 137 
quantization, 11, 15 
in spherical coordinates, 142 
squared, 1 38 
wave functions, 144 

Anharmonic oscillator, 230, 255 
Annihilation radiation, polarization, 

120 
Anticommutation of spin operators, 

195 
Approximation methods, 226 
Associated Legendre functions, 146 
Associative law, 178 
Asymptotic dependence, hydrogen 

atom, 160 

Asymptotic form, 56 
Average values, relation to classical 

equations, 125 

Barrier, centrifugal, 157 
Barrier penetration, 42 

rectifiers, 63 
WKB, 249 

Becquerel, A. E., 9 
Bessel functions, spherical, 171,  298 
Blackbody radiation, 3, 357 
Blatt, J. M., 91 , 173 
Bleaney, B., 232 
Bohr atom, 1 1  
Bohr, N., 1 0  
Bohr radius, 163 
Boltzmann factor, 5, 199, 277, 345 
Boltzmann system, 346 
Boltzmann's constant, 4 
Born approximation, 291 
Born, M., 4, 176 
Bose, condensation, 351 

system, 347 
Bose-Einstein statistics, 312 
Boundary conditions, 37 

infinite potential, 48 
Bound states, 50 
Bowers, K. D., 232 
Box, one-dimensional, 54 
Canonical ensemble, 343 
Canonical equations of motion, 83 
Canonical transformations, 217 

classical, 86 
Canonical variables, 82, 86 
Cayley-Hamilton theorem, 225 
Center-of-mass coordinates, 1 14, 165, 

286 
hydrogen atom, 164 
momentum, 165 
system, 286 
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Central forces, 156 

two particles, 164 
Centrifugal force, potential, 157 
Centrifugal potential, relation to 

virtual states, 307 
Centrifugal stretching, 328 
Characteristic polynomial, 193, 202, 

213 
Classically excluded regions, 134 
Classical mechanics, 77 
Classical trajectory, 34 
Class T operators, 152, 156, 168 
Closure relation, 100, 101, 184 
Collision damping, 274 
Collision relaxation processes, 358 
Column vectors, 177 
Commutation, matrix, 178 
Commutator, 96 
Commutator relations, 102 
Commutators' and Poisson brackets, 

102 
Commuting operators, 96, 97 
Commuting set of operators, central 

forces, 156 
Compatible observables, 96 
Complementarity principle, 27 
Complementary measurements, 1 17  
Completely random ensemble, 342 
Completely random state, 335 
Complete orthonormal sets of 

functions, 95 
Complete physical description, 332 
Complete set of functions, 93 
Compton, A. H., 13  
Compton effect, 13  
Compton scattering, 19  
Constants of  motion, 82, 86 

and symmetry, 220 
Contact transformation, 86 
Continuity conditions, 38, 44 
Continuous eigenvalues, 99 
Continuous matrices, 214 
Coordinate rotations, 21 1 
Correspondence principle, 122 
Cross section, scattering, 285 
Crystal symmetry, effect on spin 

Hamiltonian, 232 
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Cyclic coordinates, 81 
Cylindrical coordinates, 80 

Davisson, C., 14 
Davisson and Germer experiment, 14, 

19 
deBroglie, L., 18 
deBroglie relation, 28 
deBroglie wavelength, 28, 245, 289 
Debye, P., 8 
Debye, specific heat, 8 
Debye temperature, 9 
Decomposition of density matrix, 335 
Degeneracy, accidental, 162 

and perturbation theory, 231 
three-dimensional oscillator, 167, 169 
of eigenvalues, 93 

Degeneracy factor, 346 
Degrees of freedom, waves in a box, 4 
Delta function, 66 

derivative, 67 
normalization, 99 
properties, 67 

Density function, 332 
Density matrix, 332, 333 

decomposition of, 335 
multiple decomposition of, 336 
of pure state, 334 
time dependence of, 337 
of unpolarized electrons, 334 

Density of states, particle in a box, 350 
Determinant, invariance of under 

unitary transformations, 213 
of matrix and product of 

eigenvalues, 213 
Diagonalization, 213, 234 
Diagonal representations, 180 
Diamagnetism, 283 
Diatomic molecules, 17 5, 255 
Dielectric constant of helium, 284 
Differential cross section, 285, 289, 296 
Differential operator, 177 
Diffraction uncertainty, 28 
Dipole approximation (electric dipole) , 

273 
Dirac delta function, 66 
Dirac notation (matrix elements), 233 



Dirac, P. A. M., 66 
Disorder parameter, 338 

invariance of, 339 
Displacement operator, 218 
Displacement transformation, 2.18 
Distribution function, 331 
Distributive law, 178 
Disturbance by measurement, 1 15 
D-lines, sodium, 237 
D-states, 148 
Dulong and Petit, law of, 7 

Effective potential, hydrogen atom, 
159 

Effective radial potential, 157 
Ehrenfest's theorem, 135 
Eigenfunctions, 90 

of several operators, 156 
Eigenvalue, 39, 90 
Eigenvalue equations, 39, 69, 91 

angular momentum, 141 
transformation of, 212 

Einstein, A. ,  7, 12, 121 
Einstein photoelectric effect, 12 

specific heat, 7 
Electric dipole approximation, 273 
Electric dipole interaction, 272 
Electric dipole moment, expectation 

value, 174 
Electric dipole operator, 174 
Electric dipole and parity, 174 
Electric dipole, selection rules, 278 
Electric dipole transitions, 323 
Electric polarizability of hydrogen, 

255 
Electromagnetic field, 81 

particle interacting with, 103, 259 
Electromagnetic potentials, 81 
Electron diffraction, 14 
Electron interference, 336 
Electron spin, density matrix, 334 

resonance, 200 
Electron wavelength, 17 
Energies, oscillator, 57 
Energy absorption cross section, 27 5 
Energy density, radiation in a 

cavity, 6 
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Energy diagonal representation, 334 
Energy distribution in ideal gas, and 

statistics, 351 
Energy eigenvalue equation, 39 

of an oscillator, 56 
Energy eigenvalues, H-atom, 162 
Energy flux, plane waves, 275 
Energy-frequency relation, 23 
Energy-level diagram, helium, 322 

hydrogen, 164 
potassium, 314 

Energy levels, potential well, 50 
motion in uniform magnetic field, 

265 
of particle in a box, 55 

Energy operator, 70 
Energy, perturbed, 230 
Energy state, lowest, 175 
Energy superposition, 40 
Ensemble, 331 
Ensemble average, 332 
Entropy, 341 
Envelope function, 32 
Equivalent operators, 96 
Euler equation, 79 
Even and odd wave functions, 262 
Exchange binding, 326 
Exchange energy, 321 
Expansion hypothesis, 94, 95, 99 
Expansion of wave function, 184 
Expectation value, 71 ,  101 

energy, 74 
equations of motion of, 124, 
time variation of, 1 10, 123 

F-states, 148 
Fermi degeneracy, 353 
Fermi-Dirac statistics, 312 
Fermi energy (level), 349 
Fermi system, 348 
Feshbach, H., 292 
Fine-structure constant, 1 1 ,  162 
Forbidden transitions, 280 

first-order forbidden, 281 
strictly forbidden, 281 

Fourier integral, 64 
Fourier series, 64 
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Fourier transform, 65 
Franck-Hertz experiment, 19 
Free particle, 170 

ladder operators, 170 
in magnetic field, 260 
8-waves, 170 
spherical waves, 171 

Functional space, 210 

g-factor, 269, 270 
Gauge transformation, 263 
Gaussian wave packet, 132 
Geiger-Nuttal law, 254 
Generalized coordinates, 77 
Generalized momentum, 82 
Generating functions, 87 
Germer, L. H., 14 
Gibbs, W., 10 
Goldstein, H., 243, 296 
Grand canonical ensemble, 345 
Green's function, 292 
Green's theorem, 292 
Ground state H-atom, variational 

technique, 257 
Ground state, helium, 243 
Group transformation, 214 
Group velocity, 31, 33 
Gyromagnetic ratio, 269 

Half-life, alpha decay, 253 
Hamiltonian, alkali atom, 236 

electromagnetic forces, 85 
of free particle, 297 
hydrogen atom, 158 
particle in an electromagnetic field, 

259 
spin-independent, 315 
three-dimensional oscillator, 166 
time-dependent (spin resonance), 

200 
Hamiltonian function, 82 
Hamiltonian operator, oscillator, 56 

particle in an electromagnetic field, 
103 

Hamilton's equations, 82 
Hankel functions, spherical, 298 
HCl gas, dielectric constant of, 283 

Heisenberg, W., 176 
Heisenberg microscope, 30 
Heisenberg representation, 181 

transformation to, 216 
Helium atom and statistics, 319 
Helium ground state, 243 
Hermite polynomials, 59 
Hermitian adjoint, 104, 145, 179, 208 
Hermitian matrix, 179 

diagonalization ofl 213 
Hermitian operator, 91,  92 
Hertz, H. R., 12 
Hilbert space, 210 
Hindered motion, "tunneling, " 257 
Hydrogen at low temperatures, 328 
Hydrogen atom, 1 1 ,  158 

1420 Me (21 em) line, 283 
radial function, 158 
two-particle formalism, 164 
wave functions including spin, 284 

Hydrogen molecule, binding, 324, 
325 

Hyperfine splitting, 283 
hydrogen, 358 

Hyperfine transition in hydrogen, 283 

Ideal gas, 349 
Identical particles, 31 1 
Identity matrix, 178 
Impact parameter, 289 
Improper rotations, 212 
Independent particles, 1 1 1  
Index, of refraction, 26 

of reflection, 49 
Indistinguishable particles, 311  
Induced emission, 240 
Infinite-dimensional matrices, 184 
Infinite potential, boundary conditions 

at, 48 
Infinitesimal canonical transformation, 

87, 219 
Infinitesimal rotations, 221 
Infinitesimal transformation, generator 

of, 219 
Infrared absorption in HCl gas, 283 
Ingoing particle flux, 302 
Inner product, 210 
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Integral operator, 186 
Interaction representation, 182 

perturbation theory, 183 
Interaction with an electromagnetic 

field, 259 
Interchange operator, 31 1  
Interference terms, 24 
Internal energy, 165 

H-atom, 166 
Invariance, and symmetry, 219 

under rotations, 222 
Inverse matrix, 178 
Iterated infinitesimal transformations, 

222 

Jeans, J. H., 5 j-j coupling, 324 
Joining conditions, 44 
Jordan, P., 176 

Kennard, E. H., 4 
Kinetic-energy operator, 156 
Kronecker delta, 66 

Laboratory system, 286 
Ladder operator, 104, 106, 1 14, 266, 

316 
angular momentum, 145, 168, 190 
class T, 152 
for motion in uniform magnetic 

field, 284 
Lagrange's equations, 77, 80 
Lagrangian, 80 

with electromagnetic forces, 81 
Laguerre polynomials, 161 
Laplacian, and angular-momentum 

operators, 143 
in spherical coordinates, 143 

Laplacian operator, 36 
Large sphere, scattering by, 306 
Legendre polynomial, 146, 302 
Light wave absorption, 272 
Linear harmonic oscillator, 104 
Linear independence, 93 
Linear mappings, rotations, 211 
Linear transformations, 210 
Localized particle, 31 

Logarithmic derivative, 44 
Lorentz condition, 81,  260 
Lorentz force, 80 
Lorentz line shape, 277, 278 
L-S coupling, 324 
lth particle-wave cross section, 302 

Magnetic dipole interaction, 272 
Magnetic field, motional, 235 
Magnetic moment operator, 196 
Magnetic resonance, 357 
Magnetic spin resonance, 200 
Magnetic susceptibility, 200 
Many-particle systems, 109 
Margenau, H., 292 
Matrix, 177 

addition, 177 
algebra, 177 
element, 177, 228 

perturbing term, 238 
equations of motion, 182 

interaction representation, 183 
multiplication, 177, 178 
of operator products, 179 
representations, 176 

Maximum disorder ensembles, 342 
Mean collision time, 27 4 
Mean-square deviation, variance, 130 
Mean transition probability, 274 
Mean value, 101 
Measurement, 1 15 

compatible, 1 16  
disturbance by, 1 15 
interaction during, 1 17  
necessary conditions, 1 19 
paradoxes of, 120 
revocable, 1 19 

Mechanics, comparison of classical and 
quantum, 2 

Microcanonical ensemble, 343 
Minimum uncertainty wave packet, 

131 
Mixed states, 331 
Moments of a distribution, 332 
Momentum, and propagation vector, 

24 
eigenstates, 100 



366 

eigenvalue. equation, 69 
expectation, 72 
operator, 69, 90 
representation, 187, 215 

Momentum-diagonal representation, 
rule, 216 

Monochromatic radiation, 240 
Morse, P. M., 292 
Murphy, G. M., 292 

3N -dimensional configuration space, 
1 1 1  

Neumann functions, spherical, 298 
Nodes, in radial functions, 163 

wave function, 60 
Noncommutative algebra, 103 
N oncommutative matrix, 178 
N onconservative forces, 80 
Normalization, 37, 100, 1 10 

delta function, 99 
of angular momentum functions, 

144 
of spherical harmonics, 145 

Normal solutions, 201 
Nuclear spin, 149 

Observable, 2, 90 
equations of motion of, 182 

One-dimensional motion, qualitative 
behavior, 50 

One-electron system, spin orbit 
interaction, 235 

Operator, 38, 90 
equations of motion, classical 

analogues, 182 
position representation, 186 

Orbital angular momentum, 137 
wave functions, 142 

Orbit penetration effect, 315 
Ordered and disordered ensembles, 

338 
Orthogonal functions, 92 
Orthogonal matrix, 187 
Orthogonality, 99 
Ortho-hydrogen, 327, 328 
Orthonormal basis, 95 
Orthonormal functions, 95, 176 
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Oscillating field, 239 
Oscillator absorption cross section 

(classical), 277 
Oscillator, and angular momentum, 

168 
classical limits to motion, 133 
classical motion, 127 
energy states, positive, 105 
expectation values, 75, 107 
ground state, 106 

and the uncertainty principle, 132 
normalization, 107 
one-dimensional, 56 
probability distributions, 128 
simple harmonic, 1 1  
superposition state, 127 
three-dimensional, 166 
three-dimensional wave functions, 

168 
Oscillator strength, 276 
Outward particle flux, 300 
Owen, J., 232 

P-states, 148 
Para-hydrogen, 327, 328 
Paramagnetic ion, 231 
Paramagnetic resonance, 199, 357 
Paramagnetism, 200 
Parity, 172 

even and odd, 172 
operator, 172 
and spherical harmonics, 173 

Partial waves, 297 
expansion, 297 

Particle in a box, 349 
Particle flux, 60 
Particle symmetry, 311  
Particle velocity, relation to  group 

velocity, 33 
Particle wavelength, 17 
Partition function, 346 
Pauli, W., 91 
Pauli exclusion principle, 313 
Pauli principle, 312 
Pauli spin operators, 194 
Periodic system of the elements, 313 
Permeability, 200 
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Perturbation theory, first order, 228 
time-dependent, 237 
time-independent, 226 

Phase shifts, calculation of, 305 
scattering, 304 

Photoelectric effect, 12 
Photon absorption, 240 
Photon, angular momentum of, 17 
Photon interference, 22 
Photon polarization, 1 16 

density matrix, 355 
Photons, 12, 259 
Planck, M., 5 
Planck's constant, 5, 6 
Planck's law, 5, 6 
Plane wave, 23, 24, 36 

electromagnetic, 273 
expansion, 31 
expansion in spherical waves, 301 

Podolsky, B., 121 
Poisson brackets, 85 

and commutators, 102 
equations of motion, 85 
and infinitesimal transformations, 88 
relations, 86 

Polarization correlation, 120 
Polarization measurement, 116 
Population of  energy levels and 

statistics, 349 
Position, eigenvalue equation, 70 

expectation value, 71 
representation, 185 

Positronium, 283 
Potential hill, 40 
Potential well, 50 
Precession frequency, electron spin, 

198 
Precession of spin, 195 
Probability amplitude, 22, 37 
Probability, and photons, 22 

conservation, 61 
flux, 60 
interpretation, 24 
sum, 40 
wave, 22 

Probability density, 23, 24, 37 
current, 61 

flux, 252 
oscillator, 59, 60 

Probability distribution, 331, 334 
Projection operator, 188 
Proper rotations, 212 
Propagation vector, 24 
Pure states, 331 

Quanta, 12 
Quantization, angular momentum, 1 1  
Quantum mechanics, basic postulates, 

90 

r-representation, 185 
Radial function, 156 

H-atom, 162 
Radial motion, 143 
Radiative corrections, 196 
Ramsauer effect, 309 
Random disturbances, 340 

and disorder, 341 
Random phase- shifts, 27 4 
Rayleigh-Jeans law, 5 
Rayleigh, Lord, 5 
Recursion relation, hydrogen atom, 161 
Reduced mass, 165 
Reflection by a step, 46 
Reflection coefficient, 48 
Refraction of particle, 25, 26 
Relative coordinates, 114, 164 
Relative momentum, 165 
Repeatable measurement, 117  
Repetition, measurement, 1 15, 1 16 
Representation of wave functions, 176 
Resonance condition, 240, 273 
Resonance effects, 63 
Resonance, perturbation, 239 

scattering, 291, 307, 308 
Richtmeyer, F. K., 4 
Rodrigues' formula, 146 
Rosen, N ., 121 
Rotating field, 239 
Rotational energy, molecular, 327 
Rotation, three-space, 211 
Russell-Saunders coupling, 324 
Rutherford, E., 10 
Rutherford scattering, 19, 296 
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8-states, 148 
Scalar product, 210 

Hilbert space, 210 
invariance under unitary 

transformation, 212 
Scattered particle flux, 288 
Scattered wave, 287 
Scattering, 285 

angle, 286 
cross section, 285 

lth partial wave, 304 
by hard sphere, 306 
interference effects, 289 
by spherical well (Born 

approximation), 295 
Schmidt orthogonalization, 94 
Schrodinger, E., 176 
Schrodinger representation, 181 
Schrodinger's equation, 36, 38, 70, 102 

general solution, 39, 1 13 
interaction representation, 183 

Schwartz inequality, 130 
Screening interaction energy, 321 
Selection rules, 278 
Semiconductors, 356 
Shadow scattering, 290 
Similarity transformation, 209 
Simultaneous eigenfunctions, 96 
Singlet states, 318 
Singlet and triplet states in helium, 

321 
Single-valuedness of wave function, 91 
Singular matrix, 178 
"Slowly varying" potential, 245 
Small sphere, scattering cross section, 

306 
Snell's law, 26 
Specific heat, Debye theory of, 8 

Einstein's law, 7 
low-temperature, 8 
of solids, 7 

Spectroscopic notation, 163 
Spin, 149, 189 

angular momentum matrices, 194 
exchange operator, 315, 330 
expectation values, 193 
flop, 203 
Hamiltonian, 232 

-interchange operator, 318 
one-half, 194 
operators (s = 1) , 192 
-orbit energy, 236 

interaction, 234, 324 
splitting, 237, 271 

paramagnetism, 204 
and particle identity, 315 
precession, 195, 197 
resonance, 200 
symmetry, 318 
wave functions (spinors), 149, 194 

Spherical Bessel functions, 171, 298, 
299, 300 

asymptotic dependence, 300 
Spherical coordinates, 142 
Spherical Hankel functions, 298 
Spherical harmonic, 144, 146, 147, 148, 

189 
generation by ladder operators, 154 

Spherical Neumann functions, 298-300 
Spherical waves, 171, 297 

radial waves, 171 
Spin symmetry, effect on energy, 318 
Spur, 213 
Square-integrable function, 37 
Square potential barrier, 42 
Square well, 54 
Standing waves (in a box), 4 
Stark effect, linear, 254 
State function, 23 
State of maximum disorder, 339 
Stationary ensembles, 342 
Statistical distribution of photons, 22 
Statistical mechanics, 331 
Stefan-Boltzmann constant, 7 
Stefan, J., 7 
Stefan's law, 7 
Stern-Gerlach experiment, 19, 206 
Stevens, K. W. H., 232 
Stimulated emission, 240 
Strong-field approximation, 259 
Strong-field Zeeman effect, 270 
"Sudden" approximation, 254 
Sum-over-states, 346 
Sum rules, 276 
Superposition, of plane waves, 24 

of states, 90 
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Superposition principle, 31 
Symmetric and antisymmetric wave 

functions, 312 
Symmetric matrix, 179 
Symmetry, 42 

effect on energies of helium, 321 
in a many-particle system, 329 

Systems of noninteracting particles, 
345 

Thermal radiation, 3 
Thomas, L. H., 235 
Thomas factor, 235 
Time-dependent perturbation, 237 
Time displacement transformation, 

221 
Tolman, R. C., 341 
T operators, 152 
Total absorption cross section, 286 
Total angular momentum, 149 

of atom, 283 
Total mass, 165 
Total scattering cross section, 285 
Trace, 213 

invariance of, 213 
of a product, 333 

Transformation of representation, 208 
Transformation theory, 208 
Transition probability, 241 
Translational energy, 165 
Transmitted wave, 45, 46 
Transpose, matrix, 178 
Triplet states, 318 
Tritium decay, 254 
Tunneling, 41 
Turning point, WKB, 247 
Tutton salt, 232 
Two-dimensional oscillator, 261 
Two-particle systems, 109 

Uncertainty principle, 28, 130, 132 
Uncertainty relation, 27, 28, 129 
Uniform magnetic field, energy values, 

262 
motion in, 260 

Unitary group, 214 
Unitary matrix, 179 
Unitary transformation, 208, 209 

iterated infinitesimal 
transformations, 222 

Valence binding and symmetry, 324 
Valence electron, 314 
Valence, molecular binding, 324 
van der Waals interaction, 255 
Variational method, 242 
Variational parameters, 242 
Variational principles, 78 
Variational techniques, 242 
Vector normalization, Hilbert space, 

211 
Velocity, in nonrelativistic quantum 

mechanics, 123 
Virial theorem, 243 
Virtual energy level, 291, 307 

Wave equation, 37 
Wave function, 15, 23, 91 

alkali metal atom, 268 
angular momentum, 142 
arbitrariness of, 37 
expansion, 176 
matrix representation, 176 
motion in magnetic field, 284 
orbital angular momentum, 144 
perturbed, 230 

Wave packet, 31, 76 
classical motion, 126 
oscillating, 127 
spreading, 56 
stable, 135 

Wave-particle duality, 14, 21 
Weak-field Zeeman effect, energy 

shift, 268 
Weisskopf, V. F., 91, 173 
WKB method, 245 

connection relations, 248 

Young, interference experiment, 21 

Zeeman effect, in H-atom, 283 
P-state of an alkali atom, 271 
strong-field, 270 
weak-field, 265, 268 

Zero-point fluctuations, particle in a 
magnetic field, 262 
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