Recitation 3 Solutions

March 12, 2005

Optimal Routing in a Communication Network

Example 2.1.3, p.198-p.200, text book
Example 5.7, p.453-454, ”"Data Networks” by Dimitri Bertsekas and Robert Gallager

2.3.3

(a) Since the scaling matrix H* is positive definite and diagonal, we have that each diagonal
term HY of the matrix H* is positive. Define y = (H*)Y/2z, and h*(y) = f((H*)~*/?y). Then
Vh*(y) = (H*)"12V f(a*) and the set X = {z | a; < x; <, i = 1,...,n} is transformed
toY*F={y|aF <a; <pF, i =1,...,n} with & = (HF)'?q;, BF = (HF)'/?3; for all i, k.
Through this transformation the gradient projection method in y-space is given by

v =yt A =), (1)
Yt = [y* = s VAR (2)

where [-]" denotes the projection on the set Y. Hence

ak if yf — 5" (VhE(y
k= B if yb — s (th(y
Yk — s (th(yk)), otherwise.
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Going back to the z-space we obtain the desired form for the coordinates of the vector z¥,

namely
sk 9f(zF)

ok
Q; lf%_ka' o =
E_ ok sk of(=h)
T, = ﬁz if Ty — Hif‘ T T o > Bia
k k .
g — 2 05 otherwise.

i Hf ox;
(b) Here we have B
xk—H _ J,’k +’7k(l‘k . l‘k>,

Tk = arg min {Vf(:r;k)’(x — ") + 2;(:6 — oV H*(z — xk)} : (1)
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where 7" is the stepsize, H" is diagonal with HF > 0, and X is a simplex, i.e.

X={z|) z=r x>0}

i=1

Since the objective function in (1) is convex, the first order necessary conditions are also
sufficient. Thus, z* is optimal in (1) if and only if
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To find z* algorithmically, we try to find w such that

or) , H
Ox; s

with equality only if x; > 0. So we start with some small value of w and increase it up to the

point where
: < (o-2E )
max {0, — (w— ==L 4 —Lgk )b =7 (3)
j; { H dz; sk

If @ is the value obtained (i.e. @ satisfies both (2) and (3)), then the desired solution z* is

given by
_ k Of(zk HF
2% = max {O’:[-k<w_ J;iz)—i_s’sz)}’ Y i.

3.1.6

By introducing the new variables
y; = In(z;), i=1,..,n,

the original problem is transformed to an equivalent problem
n
min Z o, eY
i=1

subject to Zaiyi =0, Yi €,
i=1

and the Lagrangian function of this problem is

L(y,\) = zn:ai(eyi + Ay;).

i=1

The 1st order necessary conditions are
V, Ly s \') =0 < €% + )\ =0, i=1,..,n
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ViL(y*,\") =0 < oyj+- +any; =0.
The above system possesses a unique solution
y* =0, A= —1.

Since the function f(y) = Y1, aye¥ is continuous and coercive, and the feasible set

{y €| Zaiyi =0}
i=1

is closed, by Weierstrass’ theorem, the minimization problem has at least one global mini-
mum y*. Furthermore, every feasible point is regular [here h(y) = Y>7 , oyy; and Vh(y) =
(o, ...,0) # 0], so that the 1st order necessary conditions must be satisfied at a global
minimum. Because y* = 0 and A* = —1 is the unique pair satisfying the 1st order necessary
conditions, the point y* = 0 is the unique global minimum, which in the x-space corresponds
to z* = (1,...,1) with the minimum cost value f(z*) =y + -+ -+ a, = 1.

Now let xq, ..., x, be positive numbers and let

rtas? e cant =a >0

for some positive number a. Since 1 4 ---+n =1, we have

n _ poateton

() (27 -

and from the above minimization problem we get

Hence
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